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Abstract:

In this paper we construct worst possible full heaps in terms of sum total of number of comparisons and movements when top-down variant of the sorting phase is used. This construction also gives us the worst heap within one comparison and one movement for non-full heaps.
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1 Introduction

It has been mentioned by Knuth (see p. 3 in [14]) that computer manufacturers of 1960s estimated   running time of sorting algorithms on their computers to be more than 25 percent.   This is why a significant number of sorting algorithms have been devised. Heap sort is one of the most efficient sorting algorithms in the sense that both its worst case and average case complexity is
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.   There have been some recent developments in analyzing average-case and worst-case behavior and devising more efficient variants of heap sort algorithm by Carlsson[2], [3], Chowdhury and Kaykobad [5], Chowdhury et al[7], Edelkamp and Wegener [10], Islam et al[11], Islam and Kaykobad[12], Katajainen[13], Paulik[17], Wegner [18], [19], some of which have either a better  leading coefficient than Quicksort algorithm or the fastest among different variants of heapsort algorithm. In addition, heaps are particularly efficient data structures for insertion, deletion and search operations each requiring logarithmic time, and therefore, are being extensively used for representation of priority queues. Numerous variants of this data structure have been devised and analyzed in Atkinson et al [1], Chowdhury et al[4], Ding and Weiss[8], Dobercat [9], Edelkamp and Wegener [10] McDiarmid[15], Olariu et al [16]. Both average and worst-case behaviors of heap sort algorithm have been subject to numerous investigations in the above references. In this paper, we have studied the exact worst case behavior of heap sort. In particular, we have studied the question of how bad exactly can the sorting phase of heap sort algorithm be. We have achieved the tight bound for full heaps and for other heaps differ from the worst possible case by at most one comparison and one movement.

This paper is organized as follows: Section 2 presents some basic observations on possible worst heaps and introduces an algorithm for construction of a heap. Section 3 contains some theoretical results that establish that the heap constructed using our algorithm is indeed the worst.
2 Some Observations and an Algorithm for Construction
Let us introduce the following notations and definitions to be used in the subsequent discussion. A heap on 
[image: image2.wmf]n

 elements will be denoted by
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. The root is said to be at level 0. A heap is represented in a complete binary tree in which nodes are filled up from top to bottom and left to right.  Elements at level 
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 have indices from 
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excepting possibly for the last level unless this is a full heap. A heap is full if its last level, namely level 
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, contains 
[image: image7.wmf]2

h

 elements. Element at position 
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 will be often interchangeably referred to as element 
[image: image9.wmf]i

. Element 
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 is said to be the root, whereas for element 
[image: image11.wmf]i

, element  
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 is left son and 
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 is the right son provided these indices do not exceed n. Elements  
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 and 
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are said to be siblings. Since we will be concerned on the worst-case behavior of a heap in terms of number of comparisons and movements, without loss of generality we may assume that values are integers from 
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 to 
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. Two heaps are said to be symmetric if one can be obtained from the other by swapping even pair of siblings that are leaves. In the sorting phase these heaps result in the same heap
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  as in Fig. 2.1.
Let 
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 and 
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 be respectively number of element comparisons and number of movements in the sorting phase of the heap sort algorithm with top-down insertion of the last unsorted element. In the top-down version of heap sort the last unsorted element is pushed down through the chain of elder sons sequentially. Let us further assume that the cost of sorting phase of heap sort is proportional to 
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. We are interested in finding the worst possible value of 
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. From now on we will call comparisons and movements as operations. In the worst case of top-down version of heap sort, every unsorted element can be pushed down at worst to the deepest level and thus will need the highest number of total operations (comparison and movement), so long as there is at least one element left in the deepest level. 
2.1 Observations
Observation 1: At most 
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 comparisons, one for determining elder son and the other for whether the element to be pushed down is smaller than the elder son and exactly 
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 movement are needed for pushing any element through 
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 level down. So it requires three operations in total to push any element through one level down. Thus for the last unsorted element at level 
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, maximum cost or operation is 3k to push it down to level k from level 0 unless it is the last element in level 
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. If an element is pushed down to level 
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and settles there then while number of movements is 
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, number of comparisons will be 2(i+1) since it can settle at level 
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 only after being compared with the elder son at level i+1.
Observation 2: When the last unsorted element is at position 2k , since its deletion will result in a heap with 2k-1 elements, it can be pushed down through at most 
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 levels implying that such an element will require 
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movements in the worst case.
Observation 3: If an element is pushed down to its sibling, then in the last level, 
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 operation is lost since at that level  the necessity of finding (through comparison) the elder son does not arise, although we do not lose any movement.

Observation 4: Any full heap will have the smallest two values 
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 and
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at the deepest level since they are too small to be father nodes.

Observation 5: There is a unique heap with only seven elements, which requires the highest number of operations in the sorting phase for each unsorted element, and hence it is the worst heap for 7 elements (Fig. 2.1.a). We may have symmetric heaps by swapping the positions of siblings at the deepest level even number of times to come up with a different pattern (see Fig. 2.1.b). So there may be only one possible pattern not counting symmetric heaps. Hence if any heap with larger number of nodes cannot be reduced to any of these two patterns then further loss in operations will incur.
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2.2 An Algorithm for Construction of Heaps
Let us start with a heap H(7) of Fig. 2.1 . Given a heap 
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 can be created by pushing the path from root to element at position 
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, and then over flown element at position 
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 is placed at position n+1 (Fig. 2.2.b and Fig. 2.2.c).  Note that this construction leads to heaps that loses
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operations (1 comparison and 1 movement) per level from level 3 and onwards (see Fig. 2.2.b and Fig. 2.2.c) since element at position 
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 at level 
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 is placed at level 
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 at position 
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. 
Heaps thus constructed will not be the worst for 
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, since it is possible to construct a heap of up to
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elements without loss of operations (see Fig. 3.1 and Lemma 2). Construction of heaps with the given algorithm can be extended for a heap with 
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  elements by pushing element at position 
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 down and placing the over flown element in the next position to get a heap with 
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  elements. However, from then onwards only paths with suitable values in the last level can be pushed down to extend the heap further. In this way we may construct the worst possible (no loss of operations) heap with 12 elements (see Fig. 3.1) from the worst heap with 8 elements. This can be facilitated by using symmetric heap, although there is no guarantee that it can be done indefinitely. 
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3 Characteristics of Worst Heaps
We have the following results characterizing worst heaps.
Lemma 1:  The smallest two among the values at level 
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 of the worst heap will occupy the positions 
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, when there will be only two leaves left at that level during sorting phase.

Proof: Let us assume that there are m leaves in the deepest level 
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 of the worst heap and p and q be the smallest two values among the values at level 
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. Since this is a worst heap, p or q will traverse the path to the deepest level as long as there are leaves left at level 
[image: image56.wmf]k

 during the sorting phase. Now if p and q occupy the positions  
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 when there are more than two leaves left at level 
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, certainly there will be loss of operations when elements at positions 
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will be pushed down in the sorting phase since they cannot travel to the deepest level. Hence as per algorithm in section 2.2 these heaps cannot be the worst. So p and q will not occupy both the stated positions as long as there are more than two numbers in the deepest level. Hence this proves the lemma.
Lemma 2: There are only three patterns for worst heaps with 
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 elements not counting the symmetric ones.

Proof: Since a 12-element heap will not lose any operations in the sorting phase it will end up with a 7-heap of Figs. 2.1a or 2.1b. In order to ensure no loss in operations, none of the elements will be entering the right subtree excepting possibly the 8th element in 8-heap, which must be 1 (or 2) (Fig. 3.1). So, 
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 will occupy position 3 and 
[image: image62.wmf]1

 (or 
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) and  
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 will be its children . So a 12-element worst heap will contain 
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(or 
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) at the deepest level at position 12. Since the element at position 12 will be pushed down in the sorting phase through left sub tree, 
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 must be at position 2. Moreover, since at least 
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elements at positions 9 to 11 will again be pushed through the left sub tree, values 8, 9, 10 will also be in this subtree (Fig. 3.1). 

For us not to lose any operations, element at position 12 i.e. 
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 (or 
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) must be pushed through position 5. Then 
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 should be at position 5 (Fig. 3.1). Assume this not to be true and 10 is at position 4. 
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Then the possible values for 5th position are 
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. If 9 is at position 5 then after one iteration, element at position 11 will be forced to be pushed through position 5 to its sibling and cause the loss of operations (according to observation 3). Also if element 8 is put at position 5, element at position 9 will be forced to be pushed to position 5 and incur loss of operations. Thus the values 
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 are impossible for position 5 since that will force us to lose operations. Then the smallest possible value at position 5 is 
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. Now imagine the heap with 9 elements so obtained by pushing down three elements. Then the 8th and 9th positions will be occupied by 
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 and 
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(or
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) respectively. So 
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 must be at position 4 (Fig. 3.2). Then the 9th element cannot be pushed down to the 8th position, since the chain of elder sons ends at position 5 containing element 6. Then again we lose operations. So 
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 must be at position 5.
Now we have elements 
[image: image81.wmf]4,5,6 and 8

 to place in the positions 8 to 11 (Fig. 3.1) in the deepest level. Then the smaller of the values in positions 10 and 11 cannot be larger than the smaller of the values at positions 8 and 9 in order not to lose operations. Otherwise, when there will be 9 elements left, the smaller of the values at position 10 and 11 will be at position 5 and the smaller of the values at positions 8 and 9 will be at position 4. This will force us to place the 9th element at the 5th position, since the chain of elder sons ends at position 5. So the possible values for positions 8th and 9th are 
[image: image82.wmf]8 and 6

 and the positions 10 and 11 will have values 
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. 
Thus we have only three possible worst heaps (Fig. 3.1, Fig. 3.3.a and Fig. 3.4.a) for 
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elements with possible symmetric heaps (Fig. 3.1.b, Fig. 3.3.b and Fig. 3.4.b).  We may further note that Figs. 3.1 and 3.3 will be reduced to Fig. 2.1.a. On the other hand Figs. 3.4 will be reduced to Fig 2.1.b, as we have already claimed this requirement in the beginning of this proof.
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Lemma 3: For  
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, A heap with n elements will have a loss of two operations in the worst case. 
Proof:
For  
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, A heap with n elements will have the smallest two numbers in the deepest level. Now according to Lemma 1, a worst heap, with number of elements greater than 12, will reduce to 9-element heap such that the elements 
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 will occupy the positions 
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 respectively. We know that in order to avoiding losing operations the heaps should reduce to any of the 7 elements of heaps of Fig 2.1a or Fig 2.1.b. Now from this pattern we can reach any of the unique patterns of seven elements, if and only if 
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 does not replace
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( since then it will cause us to lose two operations -one comparison and one movement). Otherwise, 
[image: image96.wmf]2

is pushed up to position 
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Now suppose 
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 replaces 
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and
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is pushed to position
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. Now in the subsequent step 
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 can only occupy the position 
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 ( Fig. 3.5) of the 7-element heap, because otherwise the values at other positions of level 2 will not be able to replace any of the smallest two numbers
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 at positions 
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. Thus clearly that will not be the worst case. So we assume that 
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 occupies the position
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. In the subsequent phase the value at position 
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 will occupy the position 
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 (Fig. 3.6) and it will have
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and 
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 as the children. We may note that the value currently at position 
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 will definitely be smaller than the value at 
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 as only two iterations before it was a child of the value at
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 (Fig. 3.5). Hence 
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 will not be able to occupy the position 
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 and thus there will be a loss of two operations. So this proves the lemma.
Lemma 4: For 
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 a full heap of height
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 cannot be the worst heap if 
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Proof: We will prove this lemma using induction. 

To prove the basis we take a 15-element heap with
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at position
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. According to  Lemma 3, there will be a loss of at least two operations for the worst heap with 15 elements. As it is a full heap, we can say that 
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 and 
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are also at the deepest level. Moreover, the element at position 
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must be at least
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. Now consider the situation when this heap is reduced to 11-element heap. In that case the smallest number 
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 must be at position 
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will be at 
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 because otherwise clearly there will be a loss of more than two operations and that will not be  a worst heap. In the subsequent steps eventually 
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will occupy the position 
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 , and 
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 will be its children. Since sibling of 
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is larger than 
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, 
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cannot be in the chain of elder sons, and therefore, 
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 cannot replace 
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. This will cause a loss of 
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operations. But as 
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is occupying  position
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, it will cause more losses. For clarification we refer to 7-element heaps of Figs. 3.7 and 3.8 that we arrive at. Here values 
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 and 
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 can be any of 
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 and 
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[image: image150]
Now we can easily verify that 
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 cannot replace any values at position 
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and 
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. So as a whole there will be a loss of more than
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operations and that will not be the worst heap since section 2.2 gives us a better heap. This is also true if initially the position
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 was occupied by any value greater than 
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. So the basis of the induction is proved.
Now we assume that this is true for heaps of height
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, that is a worst full heap of height 
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 cannot have
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. Now we take a heap of height k+1  that contains 
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 at position
[image: image162.wmf]1

2

k

+

. We will show that this cannot be a worst heap as well.

As it is a full heap, 
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 and 
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are also at the deepest level and the position 
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 must hold at least 
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. Now according to Lemma 1, 
[image: image167.wmf]2

and 
[image: image168.wmf]1

 will occupy the leftmost positions and it is also clear that 
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will ultimately occupy the position 
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in the worst case (as it is shown in the basis step). Then clearly there is a loss of
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operations at level 
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, and 
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 and
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will be at some positions at level 
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 in the next steps. As 
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is at position
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, it will not  move unless 
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 and
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occupies the left most position at level 
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 and pushes 
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. Thus we will end up with 
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at 
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, and
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and 
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 as its children in the worst case at level 
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. Similarly, 
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will occupy the positions 
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, where 
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causing  a loss of at least 
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operations in every level. So we will eventually come up with a heap of seven elements having 
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 at position
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and that is not any of the possible patterns of heaps with seven elements as stated in observation 4. We may further argue that afterwards we will have the only possible pattern of a 5-element heap as in Fig. 3.9 and we will also lose 
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 operations at level 2. 
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Thus existence of 
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at position 
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will cause a loss of at least
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operations at every level including at level
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, and therefore cannot be the worst since construction in Section 2.2 results in a heap with loss of lesser number of operations. This proves Lemma 2. 
Theorem : Any full heap of height 
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will lose at least two operations in every level greater than
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in the worst case.
Proof: The basis is proved as in the case of Lemma 3. Let it be true for level 
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. Now we prove for heap of height 
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.

As it is a full heap, certainly the smallest two numbers 
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 and
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will be in the deepest level. Then according to Lemma 3, 
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will not be at position 
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. So by Lemma 1, 
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 and 
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 positions will be occupied by
[image: image210.wmf]2

and 
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 when there will be only two elements left in level 
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. Now if 
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 replaces 
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, then
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will occupy the position 
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and certainly according to Lemma 2, the heap will not be the worst. So 1 will not replace 2 and thus there will be loss of at least
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operations at level 
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. Hence this proves the theorem. 
As the heaps constructed by the algorithm of Section 2.2 also satisfy Theorem 3.1, we may conclude that the algorithm in Section 2.2 indeed constructs the worst possible full heaps.
4 Conclusions and Future Works
While our investigation settles the issue of worst-case full heaps, but for other heaps there is a gap. In case of non-full heaps, our construction results in heaps which must be at most 
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operations away from being the worst. However, as we mentioned earlier, elements at positions 
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 and onwards can be filled up by pushing down suitable paths up to level 
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and then the over flown element placed in the next available position satisfying the heap property. But as have been proved in Theorem 3.1 in this way we cannot build a full heap without loss of operations. One can also investigate how good a heap can be in the sorting phase. These combinatorial results may enable us to make more precise  analysis of the heap sort algorithm.
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