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Answer all questions

PART A
1. Why segment registers are only16 bit wide.

Even though the the physical address is 20bit wide, segment registers are only 16 bit wide since starting address of each segment is made sure to begin with a address whose lower nibble is zero and since segment registers are used to hold the staring address of the each segment.
2. Compare based indexed addressing mode with relative based indexed with suitable examples.
Based Indexed Addressing Mode

MOV CL,[BX][DI]
Move contents of DS:BX+DI into CL
Relative Based Indexed Addressing Mode

MOV CL,[BX][DI]+10 ;Move contents of DS:BX+DI+10 into CL

3. Compare the following instructions : -
a) LOOP opr and  LOOPNZ opr

LOOP   OPR

TEST CONDN (CX) != 0

LOOPNZ opr

TEST CONDN ZF = 0 and (CX) != 0

b) MOV AX, [BX]  and MOV AX,BX

MOV AX,[BX] ;Move contents of memory location DS:BX into AX

MOV AX,BX ; Move contents of BX into AX : No Memory Access

c) JMP NEAR PTR THERE and JMP FAR PTR THERE

JMP NEAR PTR THERE

This form is a three-byte instruction

; that allows you to jump anywhere within

; the current code segment.  Normally, the

; assembler would pick the shortest version

; of a given JMP instruction, the "near ptr"

; operand on the following instruction

; forces a near (three byte) JMP:

                jmp     near ptr THERE               


 nop

THERE: 
JMP FAR PTR THERE
This  form to consider is a five-byte

; instruction that provides a full segmented

; address operand.  This form of the JMP

; instruction lets you transfer control any-

; where in the program, even to another

; segment.  The "far ptr" operand forces

; this form of the JMP instruction:

                jmp     far ptr THERE
                nop

THERE: THERE

d) NEG reg and NOT reg

NOT instruction does not affect any flags!

NEG instruction affects these flags only:

       CF, ZF, SF, OF, PF, AF.

NOT - Reverse each bit of operand. 

NEG - Make operand negative (two's complement). Actually it reverses each bit of operand and then adds 1 to it. For example 5 will become -5, and -2 will become 2.
4. The format for the SEGMENT directive is



name SEGMENT align combine ‘class’


Explain the purpose of a) align b) combine and c) class.
Align specifies whether the segment starts at a byte, word or paragraph (10 byte) boundary. The default is paragraph. 

Combine is a directive given to the linker to combine all segments with the given name.

Class controls the ordering of the segments at linking time. Segments with the same class name are loaded together. A segment of class CODE would be loaded before a segment of class STACK. The class name is enclosed using single or double quotes.

5. How many chips of size 4K X 8 are required to make a 32K X 16 memory chip?

Substantiate your answer in detail.
4K X 8 arranged 2 times in a column gives 4K X 16 . ie 4096 memory  locations each of 16 bytes.

This row repeated 4 times will give 32K X 16  .ie 32 kilo bytes memory locations each of 16

bytes. So 8 chips of 4K X 8 are needed.
6. What are wait states? Where is it used?
System timing is normally specified as the number of clock cycles required to do a read or write to memory. The fewer clock cycles required, the faster the memory runs. If the timing is set too low (also called setting overly aggressive timing) then memory errors or corruption can result
The timing setting is also sometimes specified through the use of wait states. A wait state is a setting that refers to how many clock cycles must be inserted into the memory access process to wait for the memory. This number is basically the same as specifying the total number of clock cycles needed for the access, except that it is one lower because it represents extra clock cycles. In other words, zero wait states represents the fastest memory access you can have, which still must take one cycle. So, memory that takes three clock cycles is said to have two wait states.

7. What do you mean by superscalar pipelining? 
A typical superscalar processor fetches and ecodes the incoming instruction stream several instructions at a time. As part of the instruction fetching process, the outcomes of conditional branch instructions are usually predicted in advance to ensure an uninterrupted stream of instructions. The incoming instruction stream is then analyzed for data dependences, and instructions are distributed to functional units, often according to instruction type. Next, instructions are initiated for execution in parallel, based primarily on the availability of operand data, rather than their original program sequence. This important feature, present in many superscalar implementations, is referred to as dynamic instruction scheduling. Upon completion, instruction results are re-sequenced so that they can be used to update the process state in the correct (original) program order in the event that an interrupt condition occurs. Because individual instructions are the entities being executed in parallel, superscalar processors exploit what is referred to as instruction level parallelsim (ILP).

8. What is the main difference between 80386 and 80486?
The 80486's major improvement over the 80386 was the integration of an 80387 math coprocessor into the 80486. Intel followed the pattern of the 80386 for the 80486 by introducing a 80486SX and renaming its original processor 80486DX. The difference between the two was the presence or absence of the math coprocessor .

9. What are the differences between burst and cycle stealing modes of a DMA controller?
With cycle stealing , the program sets up the controller and then carries on, oblivious to the state of the DMA transaction. The hardware moves one byte or word between memory and I/O each time the I/O port signals it is ready for another transaction. On each read indication, the DMA controller asserts Bus Request, waits for a Bus Acknowledge in response, and then takes over the bus for a single cycle. Then, the DMA controller goes idle again, waiting for another ready signal from the port. Thus, the program and DMA cycles share bus cycles, with the controller winning any contest for control of the bus. Sometimes this is called "Cycle Stealing". 

Burst Mode DMA, in contrast, generally assumes that the destination and source addresses can take transfers as fast as the controller can generate them. The program sets up the controller, and then (perhaps after a single ready indication from a port occurs), the entire source block is copied to the destination. The DMA controller gains exclusive access to the bus for the duration of the transfer, during which time the program is effectively shut down. Burst mode DMA can transfer data very rapidly indeed.

10. Draw the internal block diagram of 8254 .
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PART B

11. Explain the different data related addressing modes in 8086.
Register Addressing Mode 

-Registers Hold Data

-No Memory Access

e.g. MOV BX,DX

MOV ES,AX

ADD AL,BH

Immediate Addressing Mode 

-Source Operand is a Constant, Target is a Register

e.g. MOV AX,2550H

MOV CX,625

MOV BL,40H

-To Move to Segment registers, go through a generap-purpose register

e.g. MOV AX,2550H

MOV DS,AX

Direct Addressing Mode 

-Data is in a Memory Location

e.g. MOV DL,[2400] ;Move contents of DS:2400 into DL

 Register Indirect Addressing Mode 

-Data is in a Memory Location

-The Memory Location is held by a register

e.g. MOV AL,[BX] ;Move contents of memory location DS:BX into AL

MOV CL,[SI] ;Move contents of DS:SI into CL

Register Relative Addressing Mode 

-Base Registers BX and BP as well as a displacement value are used to calculate effective 

address

e.g. MOV CX,[BX]+10 ;Move contents of DS:BX+10 into CX

MOV AL,[BP]+5 ;Move contents of SS:BP+5 into AL

Based 
Indexed

-Base Registers SI and DI are are used to calculate effective 

address

e.g. MOV DX,[SI]+10 ;Move contents of DS:SI+10 into DX

MOV CL,[DI]+5 ;Move contents of DS:DI+5 into CL

Relative  Based Indexed Addressing Mode 

-Combines Based Relative Mode and Based Indexed Modes

e.g. MOV CL,[BX][DI]+10 ;Move contents of DS:BX+DI+10 into CL

MOV AH,[BP][SI]+29 ;Move contents of SS:BP+SI+29 into AH





OR
11. How is segmentation implemented in 8086?

How the physical address is generated in 8086.

Explain the functions of different registers and flags in  in 8086.

Since the 8086/88 has only 16-bit registers, its Mega (220) byte of address space is split into segments - logical units of memory that may be up to 64K (216) bytes long. Each segment is made up of contiguous memory locations and is an independent, seperately-addressible unit. Every segment is assigned (by software) a base address, which is its starting location in the memory space. Apart from having to begin on 16-byte memory boundaries, there are no restrictions on segment locations. 

Physical Address Generation 

Every memory location has two kinds of address - physical and logical. A physical address is the 20-bit value that uniquely identifies each byte location in the Megabyte memory space. These may range from 0 to FFFFF Hex. All exchanges between the CPU and memory components use this physical address. 

Programs deal with logical, rather than physical, addresses. A logical address consists of a segment base value and an offset value. For any given memory location, the segment base value locates the first byte of the containing segment and the offset value is the distance, in bytes, of the target location from the beginning of the segment. Segment base and offset values are unsigned 16-bit quantities; the lowest-addressed byte in a segment has an offset of 0. Whenever memory is accessed, a physical address is generated from a logical address. This is done by shifting the segment base value four bit positions to the left (hence 16 (24) -byte boundaries) and adding the offset, as illustrated.

.

Segment Registers


CS 
Code Segment
16-bit number that points to the active code-segment 


DS
Data Segment
16-bit number that points to the active data-segment


SS
Stack Segment
16-bit number that points to the active stack-segment


ES
Extra Segment
16-bit number that points to the active extra-segment


Pointer Registers


IP
Instruction Pointer
16-bit number that points to the offset of the next instruction


SP
Stack Pointer
16-bit number that points to the offset that the stack is using


BP
Base Pointer
used to pass data to and from the stack


General-Purpose Registers


AX
Accumulator Register
mostly used for calculations and for input/output


BX
Base Register
Only register that can be used as an index


CX
Count Register
register used for the loop instruction


DX
Data Register
input/output and used by multiply and divide


Index Registers


SI
Source Index
used by string operations as source


DI
Destination Index
used by string operations as destination


(The general purpose registers can be "split". You have the AH and the AL register for example. AH contains the high byte of AX and AL contains the lowbyte. You also have: BH, BL, CH, CL, DL, DH So if eg. DX contains the value 1234h DH would be 12h and DL would be 34h). 


And a 16-bit FLAG Register. All "flags" (see below) are stored here. The FLAGS Register consists of 9 status bits. These bits are also called flags, because they can either be SET (1) or NOT SET (0). All these flags have a name and purpose. 

Flags Register

Abr.
Name
bit nº
Description


OF
Overflow Flag
11
indicates an overflow when set


DF
Direction Flag
10
used for string operations to check direction


IF
Interrupt Flag
9
if set, interrupt are enabled, else disabled


TF
Trap Flag
8
if set, CPU can work in single step mode


SF
Sign Flag
7
if set, resulting number of calculation is negative


ZF
Zero Flag
6
if set, resulting number of calculation is zero


AF
Auxiliary Carry
4
some sort of second carry flag


PF
Parity Flag
2
indicates even or odd parity


CF
Carry Flag
0
contains the left-most bit after calculations


13. Write a program to find the largest of 10 single numbers stored in the memory and display the number in the screen using the dos interrupt.
.model small

.data


x db 01h,02h,05h,04h,09h,09h,00h,03h,07h,06h

.stack

.code


mov ax,@data


mov ds,ax


mov di,0




mov al,
x[di]


inc di


mov cx,09h

x2:
cmp al,x[di]


ja x1


xchg al,x[di]

x1:
inc di


loop x2


or ax,0030h


mov dl,al


mov ah,02h


int 21h


mov ah,4ch


int 21h

end







OR

14. Write an assembly language program for IBM PC to change the typed in lower case letters till an enter key is pressed, conver them to uppercase letters and display it on the screen using dos interrupt.
.model small

.data


x db 20 dup(0)

.stack

.code


mov ax,@data


mov ds,ax


mov di,0



x1:
mov ah,01h


int 21h


cmp al,0dh


je exit


sub al,20h


mov x[di],al


inc di


jmp x1

exit: mov x[di],'$'


lea dx,x


mov ah,09h


int 21h


mov ah,4ch


int 21h

end


15. Explain the timing diagram of a memory read cycle in 8086.

Refer Class Notes
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16. Explain in detail the three different configurations possible in loosely connected 
configuration.

a)Daisy chaining

b)Polling

c)Independent Requesting


Daisy chaining
· Simplicity and low cost

· All masters use the same line for making bus requests.

· To respond to bus request , the controller sends out  a bus grant signal if the bus busy signal is inactive.
· The grant signal serially propagates through each master until it encounters the first one that is requesting access to the bus.

· This module blocks the propagation of the grant signal, activates the busy line and gain control of the bus.

· Therefore any other requesting module will not receive the grant signal and the priority is determined by the physical locations of the modules. The one located closer to the controller has the highest priority.
Polling scheme
-Uses a set of lines sufficient to address each module. 

-In response to a bus request, the controller generates  a sequence of module addresses. 

-When a requesting module recognizes its address, it activates the busy line and begins to use the bus. 

-The major advantage of polling is that the priority can be dynamically changed by altering the polling sequence stored in the controller

Independent request scheme

-Resolves priority in a parallel fashion,

-Each module has  separate pair of bus requests and bus grant lines and each pair has a priority assigned to it. 
-The controller includes a priority decoder, which selects the request with the highest priority and returns the corresponding bus grant signal.

-Arbitration is fast and independent of the number of modules in the system.

For diagrams refer Gibson
17. Explain how a physical address is obtained in PVAM mode in 80286.
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18. Explain the how the paging mechanism is implemented in 80386 in detail.

The segmentation and paging are the main techniques by which 48-bit virtual address is

mapped into 32-bit physical address needed by hardware. They employ a memory-based lookup table address translation process.
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First a segment translation is performed on virtual address. Then if paging is

disabled, the linear address produced is equal to the physical address. However, if paging is

enabled, the linear address goes through a second translation step, known as page translation

to produce the physical address.

As part of translation process the memory management unit (MMU) determines whether or

not the corresponding segment or page of the virtual address space currently exists in physical

memory.
Address translation process

a) paging is turned off ->segment translation process
b)PG = 1 a second translation called page translation.
The format of a linear address
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19.Explain the working of 8259 interrupt controller.





OR

20. Explain the working of 8255- a programmable peripheral interface  ?

Refer notes which is given previously on the net

