Brett Montgomery

Epidemiology & Biostatistics:
Prevalence- how many have disease now.
Incidence- number of new cases.
Infectivity- capacity of an agent capable of causing disease to enter a host and multiply/develop.
 # infected
Infection- establishment of infectious agent in host.  





 # exposed

Incubation period- time between infection of host and first signs/symptoms.

Infectiousness- potential ability to transmit an infection to other host.

· R0- quantifies infectiousness of a person. # of new cases generated by an infected individual placed in a completely susceptible environment.

R0 = β . C . D
· β – probability of disease transmission on contact with uninfected person

· C - # of contacts/day

D – length of infectious time.

· R0 > 1: # of cases increases   R0 = 1: # of cases stays the same   R0 < 1: disease dies out

· Herd immunity- when enough people in the population have immunity that disease transmission can no longer continue (R0 < 1).
Pathogenicity- ability of infectious agent to produce clinical symptoms.

# of infected with Sxs

Virulence- the degree of pathogenicity





# of infected

Case Fatality Rate- the % of persons diagnosed with a disease who    # of deaths from disease

die from that disease in a given period of time.


     # of persons with disease

Mortality Rate- # of deaths from disease in the population. 
# of deaths from disease

at risk in a given period of time




# of people at risk for disease

Rule 1: Don’t trust Numbers!  Unless you know what population they represent. 

1. Ratio: Apples / Oranges

2. Prevalence: Estimates burden of disease.  Incidence x average duration of time. All new and preexisting cases within a specific time period.
a. Proportions: What fraction of population # of persons with event during specific time period    is effected.      



                  # of people in population “      “”       “

b. Percent: Proportion x 100

3. Rate: how fast a disease is occurring (frequency of incidences (new cases)). Persons (apples) in denominator must have potential to be in numerator. Estimates risk. 

a. Incidence:  Persons (apples) in denominator must have potential to be in numerator. Estimates risk.            # of new Dx during specific time period                                                                                                     
       # of people in population at risk 
4. Cumulative Incidence: measures on stationary population. 
5. Incidence Density: measures cohort where people enter/leave. Measure in person-time (amount of time each person spends in study ie: people years). Example: 4 cases / 30 person years = 0.133/person month or 13.3 / 100 person months.

Rule 2: always ask about difference in the4 populations you are comparing.

1. Risk:

a. Absolute: incide4nce of disease in a population. Retains units of measure

b. Relative: measures strength of association. Unitless.

c. Attributable: measures how much of the disease risk is attributable to a certain exposure.     Exp: 10yo boy, 5yo girl. How much older is boy than girl?  Absolute: 5 years, relative: 100%

d. Relative Risk: ratio of risk for a disease in exposed individuals vs. non-exposed individuals. Measure strength of association. 

e. Cumulative Incidence Ratio (CIR): how many times does the risk in exposed persons exceed unexposed persons. 

f. Incidence Density Ratio: how many time does the rate of a disease in exposed person exceed that of unexposed persons.

Case-Control - It is an observational study in which subjects are SELECTED on the basis of whether they do have (cases) or do not (controls) have a particular disease under study. The groups are then compared with respect to the proportion having a history of an EXPOSURE or characteristic of interest. Definition of disease or outcome is needed to ensure cases are a homogeneous entity, hence a strict diagnostic criteria for the disease is needed.
Types of Controls

1. Hospital- good because: easily identifiable, readily available, minimize cost, more willing to cooperate. Bad because: they are ill, their experiences are different from non-hospitalized patients, many disease suffered by hospital patients may be associated with the risk factors under study (these patients must be excluded).

2. Gen. population: provide greatest level of comparability, but are not always available, higher refusals, less compliant. 

3. 1:4 comparison provides maximum statistical power. Controls should be randomly selected.

Bias- A systematic error present in the design or in the analysis that leads to an inaccurate conclusion about the relationship between exposure and disease outcome

Confounding -The presence of a factor that distorts the estimation of the effect. A confounder is a risk factor related to both the disease and the main risk factor (Exposure under study).

Validity - After a valid statistical association is found, the relationship should be judged as one of cause and effect since statistical association does not  imply causality.
Criteria for causality are:
1. Strength of Association- The greater the magnitude of the increased risk the less likely that the relationship is due to an uncontrolled confounding variable. e.g. Individuals who smoke 20+ cig/day have a risk of mortality from laryngeal cancer that is 20 times higher than in no smokers.
2. Biological credibility- If there is a biologic mechanism by which the Exposure might reasonably alter the risk of developing the Dx. e.g. Daily consumption of alcohol reduces risk of CHD given alcohol raises high-density proteins (HDL) cholesterol.  Increased HDL decreases the risk of CHD.

3. Consistency with other Investigations- Different investigators at different times using alternative methodology in a variety of geographic settings show similar results. Cigarette smk and CHD has been conducted for more than 30 years, all of which have consistently demonstrated an increased risk.
4. Time sequence- Exposure of interest should precede the outcome by a period of time. Data from prospective study or clinical trials are the best examples because exposure status is defined prior to the development of disease.

5. Dose response- The gradient of a risk associates with the degree of exposure. Note: The absence of this criterion does not mean that a cause-effect relationship does not exist. 

Clinical Study: Strengths of Ca-Co studies • Quick and inexpensive • Well-suited to evaluate diseases with long latent period • Optimal for evaluation of rare diseases • Can examine multiple etiologic factors for a single disease Limitations • Inefficient for evaluating rare exposures • Cannot measure incidence rate among exposed and non-exposed • In some situations the temporal relationship may be difficult to establish • Prone to selection bias and recall bias
Interaction: The strength of the association between exposure and effect sometimes depends on a third factor, so that the combined effect of the two risks is clearly greater or smaller than the sum of the individual effect. 
Clinical Trials: Either Therapeutic or Preventative

1. Therapeutic- Therapeutic study: determines the ability of an agent or procedure to diminish symptoms, prevent recurrences, or decrease risk of deaths from a disease (e.g: by-pass and CHD).  They are named Randomized Control Clinical Trials (RCCT)

2. Preventative- evaluates whether an agent or procedure reduces the risk of developing disease among those free of the condition at enrollment (e.g.: vaccine).  They are also named Randomized Controlled Field Trials (RCFT)

3. After experimental populations have been defined, subjects are invited to participate and fully informed of the purposes of the trial, procedures, risks and benefits. Those willing to participate are then screened for eligibility according to predetermine criteria Those willing and eligible compose the study population

4. Randomization: each subject has the same chance to receive each of the possible treatments, and the probability of receiving a particular treatment allocation is independent among subjects

5. If the outcome under the study is anticipated to vary in frequency among subgroups of the study population (gender, stages of disease, etc), treatments should be equally balanced with respect to such characteristics. This can be accomplished by blocking, a more complex form of randomization. Each participant is categorized before allocation and then randomized within the subgroup.   
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Compliance- Non compliance is related to the length of time that participants are expected to adhere to the intervention, as well as to the complexity of the study protocol. Reasons to drop out: side effects, forgetting take medication, withdraw consent after randomization, choose alternative treatment, general public awareness of the adverse effects. To increase compliance and adherence to regimens it is better to select motivated subjects, and have frequent contact with participants. Example of measure of compliance are: self report, pill counts, biochemical parameter measurements. It is important that data be collected among those who discontinued the treatment program in identical manner to that for those who continue to comply

7. Factorial Design- A clinical trial with two hypothesis can utilize a two-by-two factorial design.  Subjects are first randomized to Tx: A and B, and then within each Tx group there is further randomization to Tx: C and D, to evaluate a second hypothesis. The possibility of interaction between treatments MUST be considered. Interaction: The strength of the association between Treatment and effect sometimes depends on a third factor (or Treatment), so that the combined effect of the two Treatments is clearly greater or smaller than the sum of the individual effect. 

8. Stopping Rules: are guidelines for terminating the study before scheduled. To ensure that the welfare of participants is  protected, interim results should be monitored by a group that is independent of the investigators conducing the trial.  If the data indicate a clear benefit on the primary endpoint due to the intervention or one Tx is harmful, the early termination MUST be considered.

9. Sample Size and Statistical Power: A study has to accumulate adequate number of endpoints to detect treatment effect. It is preferable to design a trial to test the more likely small to moderate benefit (20%), and stop the trial early, than to anticipate a larger effect and have no ability to detect smaller but nonetheless clinically important differences. 

Population- The total set of objects or people of interest in some study .
Sample- a subset of the population.
Variable- a characteristic measured/observed for each object in the sample.
Parameter- a numerical value summarizing all the data from the population.
Statistic- a numerical value summarizing data from a sample.
Qualitative or Categorical: Describe attributes, usually non-numeric measurements that represent categories

· Nominal- Categories have no inherent order, e.g., hair color, sex, race.

· Ordinal- Categories have some natural order, such as good, fair, bad, year in medical school.
Quantitative or Numeric: Measures that have meaning as numbers.

· Discrete- Countable number of values are possible, e.g. number of children.
· Continuous- Values can be any within some range along the real line, e.g., length, or weight.
Histograms- are much like bar charts, but the bar heights represent percents (probabilities)

· A theoretical or population histogram may be viewed as histogram with very narrow interval ranges. Often referred to as probability distributions and depicted by a smooth curve.        
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·    Mean = Median



         Mean < Median
                Mean > Median

· The type of variable and shape of the distribution determines how the variable should be summarized

· Qualitative variables are generally described using frequencies and relative frequencies (%)

· Appropriate summaries for quantitative variables are dependent upon the shape of their probability distribution

Central Tendency Measurements:
1. Mean - The arithmetic mean, sum values and divide by how many. Use when the distribution is bell-shaped, or symmetric.

2. Median - Order all the values from smallest to largest; middle is the median (average of middle two if even number of observations). Always appropriate, but specifically when distribution is not bell-shaped.
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Mode - The most frequently occurring value. Rarely used, most useful when discrete data has one or two clearly dominating values.
Dispersion: Continuous, bell-shaped distribution

a. Variance, (2
i. Sum of squared deviations from the mean

ii. For a sample, the estimate of (2 is s2 =

b. Standard Deviation, ( - standard deviation is given to indicate how spread the data is from the mean. The square root of the variance. Used when reporting the mean.
Continuous or discrete, non-symmetric distribution

a. Range - The distance between the lowest and highest values. Gives an idea of how far apart the values are.
b. Interquartile Range, IQR - The distance between the 25th and 75th percentiles. Gives an idea of how far apart the middle (most average) half of the values are. Used when reporting the median.
Example: Still have X: 0, 3, 3, 5, 6, 8

· Variance = [1/(6-1)]{ (0-1.67)2 + (3-1.67)2 + (3-1.67)2 + (5-1.67)2 + (6-1.67)2 + (8-1.67)2 } = 7.77
· Standard Deviation = √( = √7.77 = 2.79
· Range = 8 – 0 = 8
· Interquartile Range: 75th percentile: 6   25th percentile: 3    IQR = 6 – 3 = 3

pth Percentile is the value of the variable so that: p% of the remaining values are less than that value    

                  and (1-p)% are greater than that value.

Inference- To make generalizations and decisions about a population based on the information obtained from the sample.

1. Confidence Intervals:

a. Point Estimate – your best guess regarding the true value. We may wish to calculate from data a single value that represents the best estimate we can make of an unknown parameter. A point estimate does not indicate the variability associated with the estimate.
b. Margin of Error – an interval around the point estimate so that you can be “confident” about that the true value lies within this interval.

2. Hypothesis Testing - This is an algorithm for decision-making. Results in a more formal and direct outcome based on “p-values”.
Variability- 
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Standard Error - natural variation within a population. Samples of 71 professionals were selected and the associated cholesterol levels obtained. For each sample, assume that the sample mean was computed, the standard deviation of THESE means is called the standard error (SE).                         Use S for (.
2. Confidence Intervals (μ)- Confidence intervals look like
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Where z* is a value from the standard normal distribution related to the level of confidence. Notice that it is an interval where the point estimate is in the middle, and extends out with some “margin of error”
a. Interval Estimate of a Parameter- consists of a lower limit and an upper limit and all values in between these limits.  
b. Level of Confidence-  associated with an interval estimate is the percentage of such intervals expected to include the true value of the parameter.
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95% Confidence Interval- for True Mean



               for Proportions:
      2 x Standard Deviation = “Margin of Error”  [Estimate–Parameter] < 2 (SE)
3. T-Distribution- When the standard deviation is not known we use the student’s t-distribution instead of using Z-values as the basis of our confidence intervals. 
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Properties - symmetric with mean = 0. Shape similar to the standard normal, but heavier tails. The t-distribution is actually a family of distributions indexed by a parameter called degrees of freedom (df). In CIs, t has df = N – 1.  As the sample size increases, the t-distribution converges to the standard normal.
b. Confidence Interval (μ)- when σ is unknown:

c. Example: Construct a 90% confidence interval for mean birthweight (in ounces), given the following sample:    102, 133, 142, 125 and 118   Assume that the data come from an approximately normal population. So,  Mean = 124
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We are 90% confident that the true mean birthweight in this population is between 109.5 and 138.5 oz
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Margin of Error (E)- is half the width of the Confidence Interval.
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· Sample Size Formula for Estimating the Mean: Solving for N in the previous expression, we get the following formula for the sample size, N, needed so a confidence interval has 95% and error = E:
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Example: Find the sample size needed to estimate a population mean to within one unit with 95 percent confidence when   (=  3.

· Sample Size Needed to Estimate p with a Specified Maximum Error.
· [image: image17.emf]BeforeAfter Difference
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105 109 4
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You can use p values from previous experience or guess a value of p = 0.5, this will give you a larger sample than is needed.
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Paired Data - Example: 

Systolic blood-pressure was determined for 10 women. 

The blood pressure was also determined for the same women at a later point in time while they were using oral contraceptives. 

The interest is to determine whether the oral contraceptives significantly alters sbp.
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Suppose a 95% confidence interval for is required. Since pairs of measurements are obtained on each of 10 people we have paired data. In the analysis we analyze the differences. If sbp was NOT significantly altered by using OC, the CI of the differences will include 0. Construct the CI for df=n-1. n=# of differences. Before we compute the confidence interval we must compute, the mean and standard deviation of the 10 differences. These are 4.8 and 4.6, respectively.

The interval is: 
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We are 95% confident that: 
Interpretations: 

We may say with 95% confidence that the average after systolic blood-pressure may be as much as 8.1mmHg but no more than 1.5 units higher than the average before systolic blood-pressure. 
Hypothesis Theory Testing -The goal of hypothesis testing is to make a decision based on objective criteria. 
Set up: Null hypothesis- The hypothesis of “no change” – reflects the status quo

Alternate/Motivating hypothesis- Represents the reason you are testing in the first place.

E.g., Ho: mean score=70 vs. Ha: mean < 70. So if you give a test and the mean score is 70, then you decide that the material was sufficiently presented.  But if the mean score was SIGNIFICANTLY less than 70 then you need to re-teach the material.

Only 2 decisions can be made: “Not Guilty- does not imply innocence, just lack of evidence to refute it.”

To reject the null hypothesis – evidence suggested status quo is incorrect and a change needs to be made

Fail to reject the null hypothesis – there was insufficient evidence to suggest a change should be made 

Algorithm
1. Determine the parameter of interest.

2. Set up the appropriate null and alternate hypotheses.

3. Calculate a test statistic. A test statistic is a one-number summary of your sample data.

a. The test statistic has some underlying distribution assuming the null hypothesis is true.

b. This distribution is the “yardstick” by which we make our objective decision

4. Compare the test statistic to it’s null distribution 

a. P-value = probability of finding an outcome as extreme or more as represented by your sample data assuming the null hypothesis is true

5. Make the decision

a. If you are unlikely to find such an outcome (small p-value), then the null distribution may not be correct – Reject Ho

b. Otherwise, do not reject the null and determine that evidence was insufficient to suggest a change be made
Types of Errors in Testing:

1. Type I Error (α)- when the null is true, but you decided to reject the null hypothesis.

2. Type II Error (β)- when  the null is false, but you fail to reject the null hypothesis.

Power and Level of Significance
1. The level of significance of a hypothesis test is denoted by (() x 100%.  So if the type I error was fixed at .025, then the level of significance of the test would be 2.5%. (Type I error rate)

2. The power of the hypothesis test, for a particular alternative is denoted by (1 – () x 100% and is defined as the probability of rejecting the null hypothesis when the alternative hypothesis is in fact true.   

T-Test: these are appropriate when: Two samples, Underlying distribution is normal, We wish to make inferences concerning MEANS.
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Two main types of t-tests: Paired samples & Independent samples.
Null hypothesis is that the mean value in the two groups is the same. Test statistic = t = 

Measured against the t-distribution with some degrees of freedom, 
depending on the test yields a p-value that indicates a DECISION

The P-Value: is the probability of getting an outcome as extreme or more extreme than the one in hand.
· 0 ( p ( 1 
· If it is less than the stated alpha level (predetermined), we “reject the null hypothesis”. This is a decision to change the status quo, support the motivating hypothesis and controls the TYPE I error.

· Otherwise we “retain the null hypothesis.” This is a decision to keep things the same, as there isn’t enough evidence to support a change.
· Example: A dietary assessment was performed on 50  9-11 year-old boys whose families were below the poverty level. The mean daily iron intake among these children was found to be 12.4 mg with a population standard deviation of 4.5 mg. Assuming that the mean daily iron intake among all children in this age group is 12.90, can we conclude with ( =.05, that the mean level for the poverty stratum is lower than for the general population? 
· Parameter of Interest: 


μ = average iron intake for poverty level children

· Hypothesis: 



H0: μ = 12.9   vs.   Ha= μ = < 12.9
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· Test Statistic


    z 

 

= -0.79

· Compare to null distribution: 

p-value = 0.2148 (obtained from some table).
· Make the Decision: 

· Since p>0.05, there the average intake is not significantly less than the posted standard.
In the previous example we specifically wanted to show the mean for the poverty level group was less than the overall mean for that age group. We call this a one-tailed test to the left. 

If we wanted to simply show a difference in the means, than a two-tailed test is appropriate which is accompanied by a sign ( ≠ ) in the alternate hypothesis.

Bivariate Data: A bivariate observation consists of the values of 2 different variables observed on a single population unit. Examples: Years of schooling (X) and income level (Y), Inflation rate (X) and prime lending rate (Y), High school GPA (X) and college GPA (Y), Height (X) and Weight (Y) of individuals.
Ways of Summarizing Bivariate Data: 

 Case                            Methods







1. Both variables                contingency tables,







    qualitative                      bar graphs







2. One qualitative and        side-by-side box







    other quantitative           plots, dot plots, etc.







3. Both variables                scatter plots







    quantitative 

Pearson Correlation Coefficient: ( measures the strength of the linear relationship between two quantitative variables. The degree to which the points fall on a straight line. 

Other procedures exist for assessing association if both variables are not quantitative
· Spearman’s rho, gamma coefficient, relative risk, etc.
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R= (FEV = .988) = sample correlation coefficient, if R is near 0.0 it implies no linear correlation.

p-value = (FEV = .000). With p<0.05 there is a significant linear relationship between height and FEV.
-1 ( ( ( 1
r = 1 implies a perfect positive linear relationship. r = -1 implies a perfect inverse linear relationship. r = 0 implies no linear correlation. Correlation does not imply causation!
Analysis of Variance (ANOVA) A statistical technique that isolates and assesses the contribution of categorical, independent variables to variation in the mean of a continuous dependent variable. 

· The observations are classified according to their categories for each of the independent variables, and the differences between the categories in their mean values on the dependent variable are estimated and tested for statistical significance. ANOVA assumes distributions within each group are NORMAL.
· Types of ANOVA

· One-way ANOVA: One independent categorical variable is investigated.

· N-way ANOVA: More than one independent categorical variable is investigated. We will not cover this.
· Note: A one way ANOVA in which the categorical variable has only two levels is EQUIVALENT to a two sample t-test under the assumption of equal variances.

· Example: FEF (forced mid-expiratory flow) was measured on a total of 30 people. 

· Five measurements were made on each of six groups: NS=nonsmokers, PS=passive smokers, NI=noninhaling smokers, LS=light smokers, MS=moderate smokers , HS=heavy smokers. 
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The Idea: Sample means vary from 2.498 to 3.656. In order to determine if these means are statistically “significantly different”, we construct an ANOVA table. We are essentially testing the hypotheses 

Ho: all 6 population FEV means are equal  vs. Ha: at least one difference exists between means. 
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     F = ANOVA’s test statistic. 








     Sig. = .000, this is the p-value.
We reject the null hypothesis and assume that there is a significant difference among smoking groups.
Screening: the early detection of disease. Test people that are asymptomatic to classify them with respect to their likelihood of having the disease. Those who test positive go for further evaluation. Objective: to start Tx earlier to avoid symptoms or to get more favorable prognosis  (not true in all circumstances).

· Screening Test should be: Inexpensive, easy to implement, impose minimal discomfort on the patients, valid, reliable, and reproducible.

	
	True Diagnosis Status

	 Screening Test
	Positive
	Negative
	Total

	Positive
	a
	b
	a+b

	Negative
	c
	d
	c+d

	Total
	a+c
	b+d
	


Sensitivity =If the patient truly has breast cancer, what is the probability the test will say BREAST CANCER?      a / a+c = # correct diagnosed breast cancer /  # true (gold standard) breast cancer

Specificity = If a patient truly does not have breast cancer, what’s the probability the test will say NOT-BREAST CANCER? d / b+d = # correct test-diagnosed non-breast cancer / # true (gold standard) non-breast cancer
Types of Screening Test: One way to address the problem of the trade-off is to use several screening test together, in parallel or in series.

1. Parallel: At least one should be positive. (Sen  ↑   and Sp  ↓  because false (+) are increased).
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In series: one first, if + then reevaluate with second test.
Receiver Operating Characteristic Curve (ROC): used to determine cut-off points for continuous variables.
Validity: ability of a test to do what it is supposed to do.

Reliability: consistency of results when repeated examinations are performed on the same person under the same conditions.
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Validity (accuracy) & Precision (reproducibility)
Sources of variation

1. Biological variation of the manifestation being measured e.g.: SBP

2. Test method: sphygmomanometer for BP

3. Intraobserver variability

4. Interobserver variability: vague results when test need interpretation (Rx) or categories are more than 2.

Predicted values (PV) are determined by:  PV+ = a / a+b

PV- = d / c+d
• Sensitivity : the more sensitive the test, the greater the PV-  will be.

• Specificity: the more specific the test, the greater the PV+ will be. Increasing Specificity 3%  will double PV+

• Prevalence of the pre-clinical disease:  If it is low, most of T+ will be false. Rare diseases would have a large proportion of false positive. To “increase” PV+ : Target screening to high risk groups : ethnic groups, specific age strata, subject with history of disease (cancer).

Likelihood Ratios (LR):Unlike predictive values (PV), likelihood ratios (LR) are not influenced by the prevalence of the disease

LR(+ )is the ratio of : SENSITIVITY/ FALSE POSITIVE        LR(+) = [a / a+c] / [b/b+d]

 The higher the value the better screening test. 

LR ( – ) is the ratio of  FALSE NEGATIVE / SPECIFICITY   LR(-) =  [c / a+c] / [d /b+d]

The lower the value the better the test.
Accuracy: Out of all patients, how many received a correct diagnosis of breast cancer or not-breast cancer from the test? 
=  # correct test - diagnosed / # all patients

Effectiveness of Screening: reduce morbidity, mortality, etc. 
· Three sources of bias (systematic error) to consider in the evaluation: 
1. self-selection;  
2. lead time (time advanced by screening)

3. Length time (overrepresentation among screen detected cases those with long preclinical phase = more favorable prognosis) 
Surveillance: information for action.   

Purposes of surveillance: identify outbreaks, monitor trends, identify areas/groups for interventions, identify areas in need of study.
Types of Surveillance:

· Passive - regular required reporting.

· Stimulated passive - reminders on a regular basis.

· Active - regular contact with health care providers and labs.

· Very active - frequent contact with hospitals, labs, daycare centers, schools and private physicians.

· Syndromic - surveillance using health-related data that precede diagnosis and signal a sufficient probability of a case or an outbreak to warrant further public health response (CDC).
Epidemics and Outbreaks:

· Epidemic the occurrence in a community or region of cases of an illness, specific health-related behavior or other health-related events clearly in excess of normal expectancy. 

· Outbreak small epidemic. Examples: Food-borne illness among people attending a banquet. 

· Endemic disease - constant presence of a disease or infectious agent within a given geographic area.
· Pandemic - a worldwide epidemic like the 1918 influenza pandemic 

· Epizootic - an epidemic in an animal population. Raccoon rabies in the early 1990's in the Eastern U.S.
Outbreak investigation: 10 Steps in investigating an epidemic.

1. Establish the existence of an epidemic 
2. Verify the diagnosis 
3. Define and count cases. Case definition the signs and symptoms that define the illness and the time period in which they could have occurred. 
4. Descriptive Epidemiology  Time, Incubation, Time scale. 

· Epidemics Can be: 

· Point Source - a single occurrence due to a one time exposure, example: food-borne outbreak from a picnic.
· Propagated - transmission from one person to another, example: measles.

· Continuous exposure - infectious agent/environmental hazard present and causing disease over a long time period, example: Valley Fever.
5.  Determine who is at risk for disease.
· Attack Rate: a proportion measuring cumulative incidence often used for particular groups, observed for limited periods and under special circumstances as in an epidemic. 
· Example: Of 100 people at a breakfast, 60 became ill between 4 and 14 hours after the meal was eaten. 
· Attack Rate =  60/100  = 60% in 10 hours 

· Secondary Attack Rate: the number of cases among familial or institutional contacts occurring within the accepted incubation period following exposure to a primary case, in relation to the total of exposed contacts.                                   total cases – initial cases

· secondary attack rate = ------------------------------------------ * 100%

·                                          number in group – initial cases
6. Postulate what the exposure(s) is/are.

7. Test your hypothesis.
8. Plan a systematic study.

9. Write up your findings.

10. Plan and execute control measures (anytime).[image: image5.png]



� EMBED Equation.3  ���





� EMBED Equation.3  ���





� EMBED Equation.3  ���





� EMBED Equation.3  ���





� EMBED Equation.3  ���











� EMBED Equation.3  ���





� EMBED Equation.3  ���





� EMBED Equation.3  ���





� EMBED Equation.3  ���





� EMBED Equation.3  ���





� EMBED Equation.3  ���





� EMBED Excel.Sheet.8  ���





� EMBED Equation.3  ���





� EMBED Equation.3  ���





� EMBED Equation.3  ���





� EMBED Equation.3  ���





� EMBED Equation.3  ���





� EMBED Unknown  ���








1 of 11

[image: image31.wmf].

/

N

SE

s

=

[image: image32.wmf]   

E

)

p

ˆ

 

-

 

(1

p

ˆ

 

)

(z

   

  

N

 

gives

 

N

for 

 

Solving

N

)

p

ˆ

 

-

 

(1

p

ˆ

z

  

  

E

 that    

Recall

2

2

0

0

=

=

[image: image33.wmf]÷

ø

ö

ç

è

æ

±

N

X

s

96

.

1

[image: image34.wmf]÷

÷

ø

ö

ç

ç

è

æ

±

N

)

p

ˆ

 

-

 

(1

p

ˆ

 

1.96

    

   

p

ˆ

[image: image35.wmf](

)

)

ˆ

(

*

ˆ

),

ˆ

(

*

ˆ

q

q

q

q

SE

z

SE

z

+

-

[image: image36.wmf]).

(

)

(

SE

z

x

of

instead

SE

t

x

±

±

[image: image37.emf]BeforeAfter Difference

115 128 13

112 115 3

107 106 -1

119 128 9

115 122 7

138 145 7

126 132 6

105 109 4

104 102 -2

115 117 2

[image: image38.wmf]OC

g

u

before

average

OC

g

u

after

average

where

B

A

B

A

D

sin

sin

=

=

-

=

m

m

m

m

m

[image: image39.wmf].

3

.

3

8

.

4

)

10

6

.

4

(

262

.

2

80

.

4

±

=

±

=

±

N

s

t

d

d

[image: image40.wmf].

1

.

8

5

.

1

<

<

D

m

[image: image41.wmf]s

x

0

m

-

[image: image42.wmf]50

/

5

.

4

9

.

12

4

.

12

/

9

.

12

-

=

-

=

n

x

s

[image: image43.wmf]Scatterplot of FEV vs Height

HEIGHT

180

170

160

150

140

130

FEV

4.0

3.5

3.0

2.5

2.0

1.5

[image: image44.wmf]Correlations

1.000

.988

**

.

.000

12

12

.988

**

1.000

.000

.

12

12

Pearson Correlation

Sig. (2-tailed)

N

Pearson Correlation

Sig. (2-tailed)

N

HEIGHT

FEV

HEIGHT

FEV

Correlation is significant at the 0.01 level

(2-tailed).

**. 

[image: image45.wmf]Case Summaries

a

3.78

3.15

3.24

3.10

2.65

2.42

3.44

3.40

3.22

3.34

2.39

2.59

3.89

3.37

3.44

2.99

2.82

2.22

3.62

3.20

3.15

3.23

2.67

2.61

3.55

3.33

3.20

3.11

2.55

2.65

5

5

5

5

5

5

1

2

3

4

5

N

Total

NS

PS

NI

LS

MS

HS

 

Limited to first 100 cases.

a. 

[image: image46.wmf]Descriptive Statistics

5

3.44

3.89

3.6560

.1798

5

3.15

3.40

3.2900

.1093

5

3.15

3.44

3.2500

.1114

5

2.99

3.34

3.1540

.1343

5

2.39

2.82

2.6160

.1590

5

2.22

2.65

2.4980

.1785

5

NS

PS

NI

LS

MS

HS

Valid N (listwise)

N

Minimum

Maximum

Mean

Std.

Deviation

[image: image47.wmf]ANOVA

FEF

4.821

5

.964

43.875

.000

.527

24

2.200E-02

5.349

29

Between Groups

Within Groups

Total

Sum of

Squares

df

Mean

Square

F

Sig.

[image: image48.png]Sensitivity (True - positive rate)

o
3,1

0.5 1
1-Specificity (False - positive rate)



_1173720942.unknown

_1173722360.unknown

_1173723837.unknown

_1173785450.unknown

_1173785883.unknown

_1173790933.bin

_1173723869.unknown

_1173723452.xls
Sheet1

		

						Before		After		Difference

						115		128		13

						112		115		3

						107		106		-1

						119		128		9

						115		122		7

						138		145		7

						126		132		6

						105		109		4

						104		102		-2

						115		117		2





Sheet2

		





Sheet3

		






_1173723544.unknown

_1173722485.unknown

_1173722216.unknown

_1173722279.unknown

_1173720990.unknown

_1173710017

_1173720155.unknown

_1173720347.unknown

_1173718736.unknown

_1173718822.unknown

_1173713672.unknown

_1173709977

_1173709996

_1173709925

