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Abstract—This paper presents a robust algorithm for voice activity detection (VAD) based on newly established properties of the higher order statistics (HOS) of speech. Analytical expressions for the third and fourth-order cumulants of the LPC residual of short-term speech are derived assuming a sinusoidal model. The flat spectral feature of this residual results in distinct characteristics for these cumulants in terms of phase, periodicity and harmonic content and yields closed-form expressions for the skewness and kurtosis. Important properties about these cumulants and their similarity with the autocorrelation function are revealed from this exploratory part. They show that the HOS of speech are sufficiently distinct from those of Gaussian noise and can be used as a basis for speech detection. Their immunity to Gaussian noise makes them particularly useful in algorithms designed for low SNR environments. The proposed VAD algorithm combines HOS metrics with second-order measures, such as SNR and LPC prediction error, to classify speech and noise frames. The variance of the HOS estimators is quantified and used to yield a likelihood measure for noise frames. Moreover, a voicing condition for speech frames is derived based on the relation between the skewness and kurtosis of voiced speech. The performance of the algorithm is compared to the ITU-T G.729B VAD [1] in various noise conditions, and quantified using the probability of correct and false classifications. The results show that the proposed algorithm has an overall better performance than G.729B, with noticeable improvement in Gaussian-like noises, such as street and parking garage, and moderate to low SNR.

Index Terms—Higher order statistics, speech analysis, voice activity detection.

I. INTRODUCTION

VOICE activity detection (VAD) refers to the ability of distinguishing speech from noise and is an integral part of a variety of speech communication systems, such as speech coding, speech recognition, hands-free telephony, audio conferencing and echo cancellation. In the GSM-based wireless system, for instance, a VAD module [5] is used for discontinuous transmission to save battery power. Similarly, a VAD device is used in any variable bit rate codec [26] to control the average bit rate and the overall coding quality of speech. In wireless systems based on code division multiple access, this scheme is important for enhancing the system capacity by minimizing interference.

In early VAD algorithms, short-term energy, zero-crossing rate and LPC coefficients were among the common features used for speech detection [18]. Cepstral features [7], formant shape [8], and least-square periodicity measure [24] are some of the more recent metrics used in VAD designs. In the recently proposed G.729B VAD [1], a set of metrics including line spectral frequencies (LSF), low band energy, zero-crossing rate and full-band energy is used along with heuristically determined regions and boundaries to make a VAD decision for each 10 ms frame.

Higher-order statistics (HOS) have shown promising results in a number of signal processing applications, and are of particular value when dealing with a mixture of Gaussian and non-Gaussian processes and system nonlinearity [15], [16]. The application of HOS to speech processing has been primarily motivated by their inherent Gaussian suppression and phase preservation properties (e.g., [4]). Work in this area has been based on the assumptions that speech has certain HOS properties that are distinct from those of Gaussian noise, without however verifying that this is indeed the case. For this reason, it is difficult to assess the limited effectiveness reported in some of these attempts, such as [4] and [17].

While previous work in the area of speech analysis, such as detection, voicing classification or pitch estimation, have attempted to exploit some of the observed features of the HOS of speech signals, little has been done in providing an analytical framework for using these cumulants: in [25], a voiced/unvoiced detector using the bispectrum is developed and based on the observation that unvoiced phonemes are produced by a Gaussian-like excitation and thus result in a small bispectrum whereas the same is not true for voiced phonemes. In [21] a method based on Gaussianity tests for the bispectrum and the triple correlation is used to discriminate voiced and unvoiced segments. The method exploits the Gaussian blindness of HOS but not the peculiarities of the HOS of voiced speech to better classify the segments. In [3], the normalized skewness and kurtosis of short-term speech segments are used to detect transitional speech events (termed innovation), based on the observation that these two statistics take on nonzero values at the boundaries of speech segments, but no analytical ground is given to support the results. In[12] a pitch estimation method based on the periodicity of the diagonal slice of the third-order cumulant is described and yields more reliable pitch estimates than the autocorrelation, but the claim of the third-order cumulant slice having similar periodicity as the underlying speech is not clearly demonstrated.

In this paper, we present a robust VAD algorithm based on newly established HOS properties of speech. The first part of the paper is an exploratory work into the characteristics of the
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third- and fourth-order cumulants of the LPC residual of speech signals. The flat spectral envelope of this residual results in distinct characteristics for these cumulants in terms of phase, periodicity and harmonic content and yields closed-form expressions for the skewness and kurtosis. It is shown, in the case of voiced speech, that these cumulants have zero-phase, a similar harmonic nature as the underlying speech and harmonic amplitudes that are a function of speech energy. The expressions for the skewness and kurtosis of voiced speech show they may be expressed in terms of speech energy and that the normalized metrics have values that are greater than zero, regardless of the speech magnitude. In addition, experimental results show that while sustained unvoiced speech has zero HOS, it is seldom the case in real-life utterances, given that unvoiced segments are short and occur at transitional speech boundaries resulting in nonzero HOS. The properties and experimental findings thus established show that the HOS of speech are in general nonzero and sufficiently distinct from those of Gaussian noise to be used as a basis for speech detection. The fact that these statistics are immune to Gaussian noise make them a set of robust metrics that are particularly effective in low SNR conditions.

The second part of the paper capitalizes on the HOS properties of speech thus established and presents a new VAD algorithm that combines HOS metrics with classical second-order measures to classify short frames as speech or noise. A necessary condition for voicing is derived based on the relation between the skewness and kurtosis of voiced speech. The practical issues related to HOS analysis such as the bias and variance of the estimators are addressed. Using the white Gaussian assumption about noise in the LPC residual, a new unbiased estimator for the kurtosis is proposed and the variances of the HOS estimators are derived and expressed in terms of the underlying process variance (i.e., the noise energy). Knowledge of these variances allows quantifying the noise likelihood of a given frame given the values of these two estimates.

The proposed algorithm is tested using a variety of noise types and different SNR levels and its performance compared to the ITU-T G.729B VAD. To quantify performance, the probability of correctly classifying speech and noise frames as well as the probability of false classification are computed by making references to truth marker files in clean speech conditions. To compute these metrics and generate the noisy speech test cases, we used the material in the TIA database [27] proposed for the evaluation of VAD algorithms. Eighty test cases were used, with each case consisting of a different combination of speech normalization level, noise type and SNR. Four SNR levels are used: $\infty$ dB, 18 dB, 12 dB, and 6 dB, with the SNR value computed as the ratio of the total energy of speech to that of the noise over the entire utterance, according to the procedure in [27]. The results show that the proposed algorithm performs overall better than G.729B, with noticeable improvement in Gaussian-like noises, such as street and parking garage, and moderate to low SNR. In periodic noises, such as car and train, the algorithm is marginally biased toward speech, but its probability of false classification remains lower than G.729B in all scenarios.

The paper is organized as follows: Section II describes the sinusoidal model used and the assumptions about the LPC residual. Section III details the derivations of the third- and fourth-order cumulants, and provides simulation results on typical speech signals. Section IV describes the VAD algorithm, and Section V presents performance results under various noise conditions. Concluding remarks are given in Section VI.

II. ANALYTICAL MODEL FOR SPEECH

To provide an analytical framework for using higher order cumulants, it is convenient to assume a model for speech that is both mathematically manageable as well as reasonably representative of actual signals. Speech processing is one area that is dominated by linear models, in spite of the physical and experimental evidence that seems to suggest that nonlinearity needs to be accounted for [23]. It is argued in [2] that using HOS analysis of speech can reveal information about the nonlinear signal generation mechanisms, but the results in [2] were nonconclusive, even negative about the presence of this nonlinearity. In the area of coding and voice detection, models that describe speech signals as a stream of different Gaussian processes have been proposed [19], [20]. The experimental work in [6] using third- and fourth-order statistics of long-term speech showed however that these models were limited and that the speech process may be more accurately considered as mixtures of spherically invariant Gaussian distributions.

The interest of this work is in short-term speech segments, and the goal is to find robust metrics that allow distinguishing speech from noise. The intent for using higher order statistics is not to detect nonlinearity but to show that the HOS of speech are distinct from those of Gaussian noise, even in the classical paradigm of the linear production speech model. Since the secondary goal is to interpret these HOS in terms of conventional speech parameters, it seems reasonable then to use a linear model that is valid for extracting these parameters. As in any scientific approach, some model has to be assumed at first, then the results—in this case the higher order cumulants—deduced from it need to be verified by experimental data and used to show the validity of the model.

Among the sinusoidal models developed to represent speech, the simplest, and often referenced one is the so-called zero-phase harmonic representation [10]. The elegance of this model is in its use of the same expression for both voiced and unvoiced speech which allows for a soft decision whereby a frame may contain both types. The model is characterized by sine-wave amplitudes, a voicing probability, and a fundamental frequency. Removing (thus greatly simplifying) the phase makes it a minimal parameter set for analysis and synthesis. In this representation, a given frame is represented by a sum of harmonically related sine waves. A synthetic phase function is used such that during voiced speech, the sine waves are coherent (in phase) and during unvoiced speech they are incoherent. The speech signal over a short-term window may be expressed as

$$x(n) = \sum_{m=1}^{M} a_m \cdot \cos[(n-n_0)\omega_m + \psi_m + \theta_m]$$

(1)

where

- $n_0$ voice onset time;
- $M$ number of sinusoids;
\[ a_m \quad \text{amplitude;} \]
\[ w_m \quad \text{excitation frequency of the } m\text{th sine wave.} \]

For a stationary periodic frame, these are harmonically related, i.e., \( w_m = mw_0 \), with \( w_0 \) being the fundamental frequency. The first phase term is due to the onset time \( n_0 \), defined as the time when the pitch pulse occurred relative to the beginning of the frame. The second phase component depends on a frequency cutoff \( w_c \) and a voicing probability \( P_v \)

\[
\psi_m = \begin{cases} 
Q; & \text{for } mw_0 \leq w_c(P_v) \\
U[-\pi, \pi]; & \text{for } mw_0 > w_c(P_v) 
\end{cases} \tag{2}
\]

where \( U[-\pi, \pi] \) is a uniformly distributed random variable between \( -\pi \) and \( \pi \). Thus, the higher the voicing probability the more sine waves are declared voiced with zero phase. Finally, the third phase component is the system phase \( \theta_m \) along frequency track \( m \). For simplicity, this component is often assumed to be zero or a linear function of frequency.

In the case of steady voiced speech, the sine waves are harmonically related and Eq (1) becomes

\[
x(n) = \sum_{m=1}^{M} a_m \cdot \cos[(n - n_0)mw_0 + \psi_m + \theta_m] \tag{3}
\]

Therefore, in the framework of the sinusoidal model:

- **Steady (or stationary) voiced** speech segment is modeled as a sum of harmonically related sine waves whose frequencies are multiple of the fundamental and whose phase is determined entirely by the voice onset time \( n_0 \).
- **Nonstationary voiced** speech segment is modeled as a sum of sine waves, but only some of those may be harmonically related. For the rest, the phases are assumed deterministic but unknown.
- **Unvoiced** speech segment is modeled as a sum of incoherent sine waves whose phases are assumed random and uniformly distributed. In the more general approach, unvoiced speech is considered as a random—though not necessarily Gaussian—process.

### A. LPC Residual

The LPC residual signal is the result of filtering the speech signal by the LPC prediction filter. The residual signal has a flat-envelope spectrum since, ideally, all short-term correlation is removed. Therefore, in the light of the sinusoidal model, we have the following.

- The residual of **voiced** speech may be modeled as a deterministic signal, consisting of \( M \) sinusoids with equal amplitudes, i.e., all the \( a_m \) are equal in (1). The frequencies of these sinusoids may or may not be harmonically related, depending on whether the speech is steady or nonstationary.
- The residual of **unvoiced** speech may be modeled as a harmonic process, consisting of \( M \) sinusoids with random (and equally distributed) phases. In the more general case, unvoiced speech may be modeled as a non-Gaussian white process.

- Finally, Gaussian noise at the input becomes white Gaussian in the residual. This feature is particularly interesting in the computation of the variance of the HOS estimators.

#### 1) Effect of LPC Order:

It is worth noting here that the statement about modeling speech in the residual as a sum of equal-amplitude harmonics is true, provided that the number of sinusoids contained in the original signal is greater than half the order of the LPC analysis. Otherwise, the residual signal would be zero, as the prediction filter would exactly match all the poles therein. Simulations show that for an LPC order of eight to twelve, this phenomena does not occur often, though it may occasionally happen that some voiced segments result in a near-zero residual. For this reason, a 10th-order LPC analysis is used in this experimental part of this work. This choice is also motivated by the use of this order of analysis in most speech coders.

#### 2) Effect of Noise on the LPC Residual:

The assumption about the flat spectral feature of speech and noise in the residual holds when the original signal consists of either one. If both speech and noise are present, and an autocorrelation-based method is used for LPC analysis, then the residual signal will have a flat-envelope spectrum but only in an aggregate sense. The spectral characteristics of the speech component will be highly affected by the SNR and the spectral content of the noise. For the flat-envelope nature of speech to hold, a robust method for LPC analysis is required to yield a filter that will only flatten the speech spectrum. In [17], an approach based on third-order cumulants is used and results in a robust LPC filter that is shown effective in noisy conditions. In the rest of this paper, it is assumed that such methods are used and that the flat characteristics of the speech residual hold in all conditions. The effect of a nonflat speech residual on the analytical derivations will be discussed in the appropriate section.

### III. Higher-Order Cumulants of the LPC Residual

In the following section, important higher order cumulant (HOC) properties of the LPC residual of short-term speech are derived and presented in the form of theorems. The derivations are based on the sinusoidal model discussed above. The third and fourth-order cumulants are addressed separately and in each case, derived for steady, nonstationary voiced and unvoiced speech.

#### A. Definition and Notation

If \( x(n), n = 0, \pm 1, \pm 2, \pm 3, \ldots \) is a real stationary discrete-time signal and its moments up to order \( p \) exist, then its \( p \)th-order moment function is given by

\[
m_p(\tau_1, \tau_2, \cdots, \tau_{p-1}) \equiv E\{x(n)x(n+\tau_1) \cdots x(n+\tau_{p-1})\} \tag{4}
\]

and depends only on the time differences \( \tau_1, \tau_2, \cdots, \tau_{p-1} \) for all \( n \). Here \( E\{\cdot\} \) denotes statistical expectation and for a deterministic signal, it is replaced by a time summation over all time samples (for energy signals) or time averaging (for power signals). If in addition the signal has zero
mean, then its cumulant functions (up to order four) are given by [15]

second-order cumulant:
\[ C_2(\tau_1) = m_2(\tau_1), \]  
(5)

third-order cumulant:
\[ C_3(\tau_1, \tau_2) = m_3(\tau_1, \tau_2), \]  
(6)

fourth-order cumulant:
\[ C_4(\tau_1, \tau_2, \tau_3) = m_4(\tau_1, \tau_2, \tau_3) - m_2(\tau_1) \cdot m_2(\tau_3 - \tau_2) - m_2(\tau_2) \cdot m_2(\tau_3 - \tau_1) - m_2(\tau_3) \cdot m_2(\tau_2 - \tau_1). \]  
(7)

By setting all the lags to zero in the above cumulant expressions, we obtain the variance, skewness and kurtosis, respectively,

variance: \[ \gamma_2 \equiv C_2(0) = E[x^2(n)], \]

skewness: \[ C_3(0, 0) = E[x^3(n)], \]

kurtosis: \[ C_4(0, 0, 0) = E[x^4(n)] - 3[E[x^2(n)]]^2. \]

When estimating higher-order statistics from finite data records, the variance of the estimators is reduced by normalizing the input data to have a unity variance, prior to computing the estimators. Equivalently, the third and fourth-order statistics are normalized by the appropriate powers of the data variance, thus we define the

normalized skewness:
\[ \gamma_3 \equiv \frac{C_3(0, 0)}{[C_2(0)]^{1.5}} = \frac{E[x^3(n)]}{[E[x^2(n)]]^{1.5}}, \]  
(8)

normalized kurtosis:
\[ \gamma_4 \equiv \frac{C_4(0, 0, 0)}{[C_2(0)]^2} = \frac{E[x^4(n)]}{[E[x^2(n)]]^2} - 3, \]  
(9)

Since the third and fourth-order cumulants are multi-dimensional functions, it is customary to use only two-dimensional (2-D) slices of these, by freezing some of the lags in (6) and (7).

In this paper, horizontal slices are used and defined as

third-order cumulant slice:
\[ C_3[\tau] \equiv C_3(0, \tau) = m_3(0, \tau) = E[x^2(n)x(n - \tau)] \]  
(10)

fourth-order cumulant slice:
\[ C_4[\tau] \equiv C_4(0, \tau, \tau) = m_4(0, \tau, \tau) - [m_2(0)]^2 - 2[m_2(\tau)]^2 \]
\[ = E[x^2(n)x^2(n + \tau)] - (E[x^2(n)])^2 \]
\[ - 2(E[x(n)x(n + \tau)])^2. \]  
(11)

These cumulant functions may also be normalized as
\[ C_3[\tau] = \frac{C_3[\tau]}{[C_2(0)]^{1.5}} \quad \text{and} \quad C_4[\tau] = \frac{C_4[\tau]}{[C_2(0)]^2}. \]  
(12)

B. Third-Order Cumulants

1) Steady Voiced Speech: Voiced speech is modeled as a sum of coherent sine waves whose frequencies are harmonically related to the fundamental. Furthermore, a linear system phase is assumed and, as a result, the phases of the sine waves in (1) are entirely determined by the onset time \( n_0 \) and a constant due to the system phase.

**Theorem 1:** According to the sinusoidal model, the horizontal slice \( C_3[\tau] \) of the third-order cumulant of the LPC residual of steady voiced speech that is bandlimited to \( f_s/4 \) has \( M \) harmonics and the same periodicity as the residual itself. The amplitude of each harmonic may be written in terms of the signal energy (variance) and the number of harmonics \( M \). Moreover, \( C_3[\tau] \) has zero phase and reaches maxima at multiples of the pitch lag

\[ C_3[\tau] = 2c \left( \frac{E_s}{M} \right)^{3/2} \sum_{m=1}^{M} [2M - 1 - m] \cos(mw_0\tau) \]  
(13)

where \( c = 2^{3/2}/8 \) and \( E_s \) is the signal energy \( E_s \equiv m_2(0) = M(a^2/2) \).

**Proof:** Consider the horizontal slice \( C_3[\tau] = (1/N) \sum_n x^3(n)x(n - \tau) \) of the third-order cumulant of a deterministic signal. Using the convolutional property of the Fourier transform, it can be shown that the transform of \( C_3[\tau] \) is

\[ FC_3(w) = \{X(w) \odot X(w)\}X(w) \]  
(14)

where \( X(w) \) is the transform of \( x(n) \). Since the signal \( x(n) \) consists of \( M \) harmonics, its spectrum is composed of \( M \) impulses on both the positive and negative frequency axes; moreover, the flat-envelope spectrum of the LPC residual implies equal magnitude impulses. Therefore, \( X(w) = (a/2)e^{jkw} \) for \( w = \pm(w_0, 2w_0, \cdots, Mw_0) \), and \( k \) is a constant that depends on the onset time and the system delay. The convolution of the spectrum is nonzero only at multiples of the fundamental frequency \( w_0 \). In addition, it is assumed that the signal is bandlimited to \( \pi/2 \) or \( f_s/4 \) (where \( f_s \) is the sampling frequency) and as a result, there are only \( 2M \) positive and \( 2M \) negative lags that lead to nonzero values of the autocovolution \( X(w) \odot X(w) \). The bandlimited assumption is required to limit the convolution terms to \( 2M \), otherwise more nonzero terms will result on each side, due to the mirror image of the spectrum. Fig. 1 illustrates the value of the convolution for lag \( w = w_0 \). Due to the multiplication by \( X(-w) \) in (14), only the first \( M \) lags on each of the negative and positive frequency axes are nonzero. In addition, the phase of \( X(w) \odot X(w) \) cancels out with the phase of \( X(-w) \) at any lag and the resulting spectrum \( FC_3(w) \) has zero phase. Table I shows the values of \( FC_3(w) \) for all positive values of the lag \( w \). Moreover, the value of \( FC_3(w) \) may be expressed in terms of signal energy since \( a^2 = (2E_s/M)^{3/2} \).

Due to spectral symmetry, the results are the same for the negative lags; consequently, the inverse transform of \( FC_3(w) \) leads to the sum of \( M \) cosine terms given by (13), from which it is evident that \( C_3[\tau] \) has a maximum at \( \tau = 0, P, 2P \cdots \) (where \( P \) is the pitch period, i.e., \( 1/w_0 \)). Moreover, the amplitude of the normalized cumulant slice, \( C_3[\tau] \), is only a function of \( M \), i.e., the effect of signal energy is eliminated after normalization. This result is interesting since it draws on a similar phenomena when dealing with a random process: the normalized third and fourth-order statistics are equivalent to having an input process with a unity variance. Finally, the zero-phase characteristics of
the third-order cumulant is in agreement with the general property derived in [16] that third-order statistics are insensitive to time shifts.

**Corollary 1:** The skewness of the LPC residual of steady voiced speech may be written as a function of the energy of the residual and the number of harmonics $M$. The normalized skewness may be expressed in terms of $M$ and is greater than zero for any practical values of $M$, namely

\[
\text{skewness: } \gamma_3 = \frac{C_3[0]}{E_s^{3/2}} = \frac{3\epsilon (M - 1)}{\sqrt{M}}
\]

**Proof:** The skewness is found by setting $\tau = 0$ in (13)

\[
C_3[0] = 2\epsilon \left( \frac{E_s}{M} \right)^{3/2} \sum_{k=1}^{M} (2M - 1 - k)
\]

\[
= 2\epsilon \left( \frac{E_s}{M} \right)^{3/2} \left\{ M(M - 1) + [1 + 2 + 3 + \cdots] + (M - 1) \right\}
\]

which, after rearranging terms, leads to (15).

2) **Nonstationary Voiced Speech:** In the case of a nonstationary voiced segment, not all harmonics may be related and as a result, the value of $C_3[\tau]$ may be zero for some of the harmonics. In the hypothetical case where no three frequencies are related, the third-order cumulant is zero at all lags. In practice, however, we expect that even for nonstationary voiced segments, some relations exist between some of the harmonics and thus $C_3[\tau]$ is rarely zero for voiced speech.

3) **Unvoiced Speech:** Assuming that unvoiced speech in the LPC residual is modeled as a general non-Gaussian white process, its bispectrum is 2-D-flat across all bifrequencies:

\[
B(w_1, w_2) = E[X(w_1)X(w_2)X(-w_1 - w_2)] = \gamma.
\]
TABLE II
VALUE OF $FC_4(w)$ AT ALL POSITIVE LAGS

<table>
<thead>
<tr>
<th>Lag ($w$)</th>
<th>$\text{IX}(w)\text{IX}(w)^2$</th>
<th>$\text{IX}(w)\text{IX}(w)^2$</th>
<th>$\text{PW}(w)\text{PW}(w)$</th>
<th>$\text{PW}(w)\text{PW}(w)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>$4M^2a^4/16$</td>
<td>$M^2a^4/4$</td>
<td>$2Ma^4/16$</td>
<td>$-Ma^4/16$</td>
</tr>
<tr>
<td>$w_0$</td>
<td>$(M-1)+a(M-1)^2a^4/16$</td>
<td>0</td>
<td>$(M-1)+a(M-1)^2a^4/16$</td>
<td>$(2M-2)(2M-4)a^4/16$</td>
</tr>
<tr>
<td>$2w_0$</td>
<td>$(M-2)+a(M-1)^2a^4/16$</td>
<td>0</td>
<td>$(M-2)+a(M-1)^2a^4/16$</td>
<td>$(2M-3)(2M-5)a^4/16$</td>
</tr>
<tr>
<td>$3w_0$</td>
<td>$(M-3)+a(M-1)^2a^4/16$</td>
<td>0</td>
<td>$(M-3)+a(M-1)^2a^4/16$</td>
<td>$(2M-4)(2M-6)a^4/16$</td>
</tr>
<tr>
<td>....</td>
<td>....</td>
<td>0</td>
<td>....</td>
<td>....</td>
</tr>
<tr>
<td>$(M-1)w_0$</td>
<td>$[1+(M-1)^2a^4/16$</td>
<td>0</td>
<td>$[1+(M-1)^2a^4/16$</td>
<td>$[M(M-2)]a^4/16$</td>
</tr>
<tr>
<td>$Mw_0$</td>
<td>$[0+(M-1)^2a^4/16$</td>
<td>0</td>
<td>$[0+(M-1)^2a^4/16$</td>
<td>$[M(M-1)]a^4/16$</td>
</tr>
<tr>
<td>$(M+1)w_0$</td>
<td>$Ma^4/16$</td>
<td>$Ma^4/16$</td>
<td>$M(M-2)a^4/16$</td>
<td>$M(M-2)a^4/16$</td>
</tr>
<tr>
<td>$(M+2)w_0$</td>
<td>$(M+1)^2a^4/16$</td>
<td>0</td>
<td>$(M+1)^2a^4/16$</td>
<td>$(M+1)(M-3)a^4/16$</td>
</tr>
<tr>
<td>$(M+3)w_0$</td>
<td>$(M+2)^2a^4/16$</td>
<td>0</td>
<td>$(M+2)^2a^4/16$</td>
<td>$(M+2)(M-4)a^4/16$</td>
</tr>
<tr>
<td>....</td>
<td>....</td>
<td>0</td>
<td>....</td>
<td>....</td>
</tr>
<tr>
<td>$(2M-1)w_0$</td>
<td>$4a^4/16$</td>
<td>0</td>
<td>$2a^4/16$</td>
<td>$0$</td>
</tr>
<tr>
<td>$2Mw_0$</td>
<td>$a^4/16$</td>
<td>$a^4/16$</td>
<td>$-a^4/16$</td>
<td>$-a^4/16$</td>
</tr>
</tbody>
</table>

The third-order cumulant, being the inverse Fourier transform of the bispectrum, thus consists of a 2-D delta function of amplitude $\gamma$:

$$C_3[\tau_1, \tau_2] = \gamma \delta(\tau_1, \tau_2).$$

(17)

C. Fourth-Order Cumulants

1) Steady Voiced Speech:

**Theorem 2:** According to the sinusoidal model, the horizontal slice $C_4[\tau]$ of the fourth-order cumulant of the LPC residual of steady voiced speech that is bandlimited to $\frac{fs}{4}$ consists of $2(M-1)$ harmonics and has the same periodicity as the underlying signal. The value at each harmonic may be written in terms of the energy of the signal and the number of harmonics. Moreover, $C_4[\tau]$ has zero phase and maxima at multiples of the pitch lag.

**Proof:** For a deterministic signal, $C_4[\tau]$ is given by [from (11)]

$$C_4[\tau] = \left[\frac{1}{N} \sum_n x^2(n)x^2(n+\tau)\right] - \left[\frac{1}{N} \sum_n x^2(n)\right]^2$$

$$- 2 \left[\frac{1}{N} \sum_n x(n)x(n+\tau)\right]^2.$$  

(18)

Using the convolutional property, the Fourier transform may be shown to be

$$FC_4(w) = |X(w) \otimes X(w)|^2 - |\text{IX}(w)||\text{IX}(w)|^2$$

$$- 2\{P(w) \otimes P(w)\}$$

(19)

where $X(w)$ is the transform of $x(n)$ and $P(w)$ is the power spectrum of $x(n)$. Since the signal $x(n)$ consists of $M$ harmonics, its spectrum is composed of $M$ impulses on both the positive and negative frequency axes; moreover, the flat-envelope spectrum of the LPC residual implies equal magnitude impulses. Therefore, $X(w) = (a/2)e^{jkw}$ for $w = \pm(\omega_0, 2\omega_0, \cdots, M\omega_0)$ and $k$ is a constant that depends on the onset time and the system delay. The auto-convolution of $X(w)$ is nonzero only at multiples of the fundamental frequency $\omega_0$. As in Theorem 1, it is assumed that the signal is bandlimited to $\pi/2$ or $fs/4$ and as a result, there are only $2M$ positive and $2M$ negative lags that lead to nonzero values of the auto-convolution $X(w) \otimes X(w)$ as well as the autoconvolution $P(w) \otimes P(w)$. Therefore, $FC_4(w)$ has $2M$ nonzero values on each side of the spectrum, and only at multiples of $\omega_0$.

Clearly, the phase of $FC_4(w)$ is zero for all frequencies $w$ since each term in Eq (19) has zero phase. Table II shows the various values of $FC_4(w)$ for all positive values of the lag $w$. Due to spectral symmetry, the values are the same for the negative lags. Since the signal energy is: $E_x = M(a^2/2)$, it follows that the magnitudes at the various harmonics (column five) may be expressed in terms of $E_x^2$. As seen from Table II, there are $2M-1$ nonzero values (due to the zero value at the next to last lag). However, depending on the value of $M$, some other harmonics may be zero as well.

**Corollary 2:** The kurtosis of the LPC residual of steady voiced speech may be expressed in terms of speech energy and the number of harmonics. The normalized kurtosis is a function of the number of harmonics only and is greater than zero for any practical value of the pitch, namely

kurtosis:

$$C_4[0] = E_x^2 \left[\frac{4}{3} M - 4 + \frac{7}{6M}\right]$$

(20)

normalized kurtosis:

$$\gamma_4 \equiv \frac{C_4[0]}{E_x^2} = \frac{4}{3} M - 4 + \frac{7}{6M}.  \quad (21)$$
Theorem 3: If voiced speech is modeled as a deterministic harmonic signal, then the average value of the horizontal slice of the fourth-order cumulant \(C_4[\tau]\) of the LPC residual of voiced speech (both steady and nonstationary) may be written in terms of the signal energy \(E_s\) as

\[
\frac{1}{N} \sum_n x^4(n) = \frac{E_s^2}{2} \left[ \frac{8}{3} M - 2 + \frac{7}{3M} \right].
\]

(23)

Substituting (23) in (22) yields the value of the kurtosis given in (20).

D. Effect of Noise on \(\gamma_3\) and \(\gamma_4\)

When the signal consists of both speech and noise, then \(x(n) = s(n) + g(n)\). If \(s(n)\) and \(g(n)\) are statistically independent, then the energy of \(x(n)\) is the sum of speech and noise energies: \(E_x = E_s + E_N\). Second-order statistics are thus directly affected in an additive way by the presence of noise. Higher-order statistics on the other hand are immune to Gaussian noise, which has zero HOS. Since cumulants are cumulative [11], it follows that the third and fourth-order cumulants of \(x(n)\) are simply those of \(s(n)\). As a result, the above derivations for \(C_4[0]\) and \(C_4[0]\) still hold in the presence of Gaussian noise. However, when normalizing these two quantities by the signal energy \(E_x\), the effect of the noise term in the denominator does not cancel out with the speech energy term \(E_s\) in the numerator in (15) and (20). It is easy to see that the expressions of normalized skewness (16) and kurtosis (21) of noisy speech can now be extended to include an SNR term as follows:

\[
\gamma_3 \equiv \frac{C_4[0]}{E_x^{3/2}} = 3\alpha \left( \frac{E_s}{E_s + E_N} \right)^{3/2} \left[ \frac{M - 1}{\sqrt{M}} \right]
\]

(30)
\[ \gamma_4 = \frac{C_4[0]}{E_x^2} \]
\[ = \frac{C_4[0]}{[E[s^2(n)] + E[g^2(n)]]^2} \]
\[ = \left( \frac{4}{3} M - 4 + \frac{7}{6M} \right) \left( \frac{E[s^2(n)]}{E[s^2(n)] + E[g^2(n)]} \right)^2 \]
\[ = \left( \frac{\text{SNR}}{\text{SNR} + 1} \right)^2 \left[ \frac{4}{3} M - 4 + \frac{7}{6M} \right] \]
\[\gamma_4 = \left( \frac{\text{SNR}}{\text{SNR} + 1} \right)^2 \left[ \frac{4}{3} M - 4 + \frac{7}{6M} \right] \] (31)

Therefore, the effectiveness of these two metrics to detect voicing decreases with the SNR. Due to the squared term, the normalized kurtosis is more adversely affected by the presence of noise than the skewness.

If the noise is non-Gaussian but has a symmetrical distribution, then only its third-order statistics are zero and the above reasoning holds for the normalized skewness but not for the kurtosis. Consider the hypothetical case of Laplacian noise. Using the cumulative property of the HOS and the fact that the kurtosis of a Laplacian process may be written in terms of its energy\(^1\) as: \(C_{4g}[0] = 3[E[g^2(n)]]^2\), then the normalized kurtosis of noisy speech becomes

\[ \gamma_4 = \frac{C_{4S}[0] + C_{4g}[0]}{E_x^2} \]
\[ = \frac{C_{4S}[0] + 3E[g^2(n)]}{[E[s^2(n)] + E[g^2(n)]]^2} \]
\[ = \left( \frac{4}{3} M - 4 + \frac{7}{6M} \right) \left( \frac{E[s^2(n)]}{E[s^2(n)] + E[g^2(n)]} \right)^2 \]
\[+ \left( \frac{3E[g^2(n)]}{E[s^2(n)] + E[g^2(n)]} \right)^2 \]
\[\gamma_4 = \left( \frac{\text{SNR}}{\text{SNR} + 1} \right)^2 \left[ \frac{4}{3} M - 4 + \frac{7}{6M} \right] + 3 \cdot \left( \frac{1}{\text{SNR} + 1} \right)^2 . \]

The effect is similar to the case of Gaussian noise, in that the effectiveness of the kurtosis degrades with SNR. However, the problem of distinguishing speech from noise, based on this metric, needs to be reformulated since the normalized kurtosis of the noise is no longer zero, but three in this case.

E. Effect of a Nonflat LPC Residual

It was mentioned in Section II-A that noise may adversely affect the LPC analysis which will result in a residual that is flat in an aggregate sense, though the speech component itself is not flat. Even in the case where noise is not present, one would not expect the LPC residual to be perfectly flat since the LPC analysis itself is seldom perfect. It is therefore necessary to assess the implication of a nonflat residual on the properties of the HOS of speech derived so far.

In the above derivations of the third and fourth-order cumulants, the flat envelope characteristic resulted in the values of the autocorrelation of the spectrum to be expressed in terms of the signal energy. This, in turn, implied that the amplitude at each harmonic of the cumulants may be expressed in terms of the speech energy and number of harmonics, which led to more manageable expressions and to closed-form equations for the skewness and kurtosis. If the flat spectrum assumption is no longer true, then the autocorrelation can no longer be expressed in terms of the signal energy but will be a combination of the amplitude at the various signal harmonics. It is easy to see, however, that the overall behavior of these cumulants will not be significantly changed, specifically, the following.

- Zero-phase characteristic of the cumulant slices still holds and as a result the skewness and kurtosis still represent the maximum values of these functions.
- Harmonic nature of the cumulant slices remains unchanged, though the harmonic magnitudes may be different.
- Skewness and kurtosis are still positive but may not be expressed in terms of the speech energy. Instead, their value is a nonclosed-form function of the speech amplitudes at the various harmonics. As a result, the normalization by the energy (in the expressions of \(\gamma_3\) and \(\gamma_4\)) will no longer cancel out the effect of energy in the numerator and the normalized metrics are no longer independent of signal amplitude as is the case in (16) and (21).

F. Results Using Speech Signals

The derivations presented above are verified using recorded clean speech. A tenth-order LPC analysis is performed on speech sampled at 8 kHz. The normalized third- and fourth-order cumulant functions of the LPC residual are computed using frames of 20 ms (160 samples) with a 25% overlap. The residual is low-pass filtered using a 60-tap FIR filter with a cutoff at 1.8 kHz. In order to avoid the problem of additional harmonics reported in [22], the cumulant slices are computed as

\[ C_{3\tau}[\tau] = \frac{1}{N - K} \sum_{n=K}^{N-1} x^2(n) x(n - \tau) \]
\[ C_{4\tau}[\tau] = \left[ \frac{1}{N - K} \sum_{n=0}^{N-K} x^2(n) x^2(n + \tau) \right] - \left[ \frac{1}{N} \sum_{n=0}^{N-1} x^2(n) \right]^2 - 2 \left[ \frac{1}{N - K} \sum_{n=0}^{N-K} x(n) x(n + \tau) \right]^2 \]

where \(K\) is the maximum lag and \(N\) is the number of points in the frame. The idea is to keep the limit of the summation constant for all lags \(\tau\). Furthermore, the algorithm proposed in [14] may be used for fast computation of \(C_{3\tau}[\tau]\). The third- and fourth-order cumulants are computed for the range of lags 0, 80.

1) Voiced Speech: The waveform for the utterance “help” spoken by a male speaker is shown in Fig. 2. Mild Gaussian noise is added (at 30 dB SNR) to avoid zero level signals. The normalized skewness and kurtosis of the LPC residual are shown in Fig. 3 for each of the frames, and it is observed that both entities are greater than zero for voiced segments, as expected. It is also worth noting that the two normalized metrics take on large positive (kurtosis) or negative (skewness) values for transient and small amplitude segments (for example at frame 30 in Fig. 3). This is mainly due to the

\(^1\)By evaluating the moment integral of the Laplacian pdf for orders 2 and 4.
small energy of these frames that is used for normalization, thus resulting in large normalized HOS for any transient segment, i.e., when only some of the samples are nonzero. Consequently, the normalized metrics by themselves are not sufficient for detecting voiced frames as they take on erroneously large values for small transient segments.

To better illustrate the distribution of the kurtosis, a histogram of the frame-by-frame values of the normalized kurtosis is generated for 500 frames. Another histogram is generated for the normalized kurtosis when Gaussian noise is used instead of speech prior to LPC filtering. These histograms are shown in Fig. 4 and illustrate the difference in the fourth-order statistics between speech and Gaussian noise. It is important to note here that the speech utterance contains silence periods and, thus, the kurtosis would be zero some of the time as evident from the histograms.

The second-, third-, and fourth-order cumulant slices are evaluated for a range of possible pitch lags. The third and fourth-order slices are normalized by the signal variance (13). Fig. 5 compares the normalized $C_2[\tau]$ (the autocorrelation) with the normalized $C_3[\tau]$ and $C_4[\tau]$ slices for the case of two consecutive voiced frames (20 and 21 in Fig. 2). As may be seen from Fig. 5, all three functions have a maximum at the pitch lag in addition to having zero phase (i.e., a maximum at lag 0).

2) Unvoiced Speech: To properly analyze the HOS of unvoiced speech, two sustained fricatives, namely /l/ and /h/ are recorded for a few seconds and their LPC residual used for computing the skewness and kurtosis. Histograms for the entities were then deduced and compared to those computed for the case of Gaussian noise. Comparison of the two sets of histograms suggests that the LPC residual of sustained unvoiced speech has a Gaussian-like nature since its HOS are zero. However, since in reality unvoiced speech occurs in small segments and often at transitional boundaries, it is expected that its HOS are nonzero. This phenomena is confirmed by simulation (for example frames 18 and 19 in Fig. 3) and is in agreement with the experimental findings in [3] about the nonzero normalized HOS of transitional speech segments.

IV. VOICE ACTIVITY DETECTION AND VOICING CLASSIFICATION USING HOS

A. Rationale

It was shown in the previous sections that the skewness and kurtosis of the LPC residual of voiced speech can be expressed in terms of the number of harmonics $M$ and signal energy and are greater than zero for any practical value of $M$ (which is a function of pitch). The normalized statistics may be expressed in terms of $M$ only (16), (21). This is clearly distinct from the case of Gaussian noise, where both of these entities are zero. It seems sensible then to make use of these two statistics as one way to detect voicing. The advantage of using the normalized metrics is that they are independent of the signal energy and therefore absolute thresholds may be used. However, when using normalized statistics, one has to account for the effect of noise (30), (31). Alternatively, one may consider the variance of the estimators of the skewness and kurtosis and normalize the computed entities to yield unit-variance estimators. Another point worth exploiting is the relation between the skewness and kurtosis for voiced speech and its use in identifying speech frames. These two ideas are further detailed below and are the basis of the proposed VAD algorithm.

B. Soft Detection of Noise Frames

The skewness and kurtosis of Gaussian noise are zero only in a statistical average sense. Since in practice finite length frames
are used, the decision that a given frame is noise can only be made in a probabilistic manner with a confidence level that takes into account the variance and distribution of the estimators of the skewness and kurtosis. Given a Gaussian process \( g(n) \), the estimators of the second, third, and fourth-order moments are unbiased, with zero mean and known variance. Since this estimator is the sum of a large number of independent identically distributed (iid) random variables, then by the central limit theorem [9], the following normalized version of it:

\[
\frac{M_{\text{sk}}}{\sqrt{15\nu_g^2/N}}
\]

is a Gaussian variable with zero mean and unit variance. Therefore, given the estimate of the skewness of a given frame and the corresponding scaled value denoted by “\( \alpha \),” one can find the probability that the frame is Gaussian noise as

\[
\text{Prob}[\text{Noise}] = \text{Prob}[| \frac{S_{\text{K}}}{\alpha} | \geq \alpha].
\]  

Graphically, this is equivalent to computing the area under the tail of the Gaussian curve of \( S_{\text{K}}^\alpha \). Clearly when \( \alpha = 0 \) the area is unity. The area under the tail of the curve can be evaluated using the erfc(x) function. For example, when \( \alpha > 0 \),

\[
\text{Prob}[\text{Noise}] = \frac{2}{\sqrt{2\pi}} \int_0^{\infty} e^{-x^2/2} dx. 
\]

Thus, \( \text{Prob}[\text{Noise}] = \text{erfc}(\alpha) \).

It is worth noting here that while the HOS of speech are positive, a negative skewness is not necessarily an indication of noise, since transient segments can have negative HOS as was mentioned before.

Similarly, the estimator of the kurtosis is first computed from the second and fourth-order moments. To ensure an unbiased estimate, the modified estimator proposed in [13] is used

\[
\frac{K_{\text{U}}}{\text{U}} = \left(1 + \frac{2}{N}\right) M_{\text{sk}} - 3(M_{\text{sk}})^2.
\]  

This estimator is unbiased, with zero mean and known variance given in [13]. The distribution of this estimator is not straightforward, since it consists of the difference of two variables, one Gaussian and one chi-square. However, an approximation
is used here and the estimator is assumed normally distributed.\footnote{This assumption is verified to be reasonable by simulation (e.g., Fig. 4).} A unit-variance version of this zero-mean variable is defined as

\[
\hat{KU}_a = \frac{\hat{KU}_u}{\sqrt{\frac{3\pi^4}{2N} \left( 104 + \frac{452}{N} + \frac{506}{N^2} \right)}}, \quad (37)
\]

Therefore, given the value of the estimate of the kurtosis of a given frame and the corresponding scaled value, denoted by \( "b," \) the probability that the frame is noise is: \( \text{Prob}[\text{Noise}] = \text{erfc}(b) \).

The discussion so far pointed out that given the estimate of the skewness and kurtosis, one can determine the probability of a frame being noise using the normalized values of these estimates and the \( \text{erfc}() \) function. Moreover, it is assumed that the true variance of the noise (\( \nu^2_g \)) is known \textit{a priori}. In reality, this is not the case but one has only a (hopefully good) estimate of the noise energy, which is estimated during frames declared nonspeech. This estimate is not equal to the true variance, but is relatively good compared to the estimates of the skewness and kurtosis, which are only deduced from a short data frame.

C. Necessary Condition for Voicing

The skewness and kurtosis of voiced speech are expressed in terms of energy and number of harmonics and may be used for detecting voiced frames. In order to eliminate the effect of energy, one may consider the normalized metrics \( \gamma_3 \) and \( \gamma_4 \), but in the presence of noise, these metrics become less effective for detecting voiced frames (30), (31). Alternatively, the ratio of the appropriate power of the skewness to that of the kurtosis may be considered as one way of eliminating the effect of signal energy in (15) and (20), while avoiding the effect of noise. Consider the ratio

\[
\text{SKR} = \frac{\text{skewness}^2}{\text{kurtosis}^{1.5}} = \frac{9(M - 1)^2}{8M \left[ \frac{4}{3} M - 4 + \frac{7}{6M} \right]^{1.5}}, \quad (38)
\]

which is independent of signal energy and is only a function of \( M \). A plot of SKR reveals that for a practical range of \( M \) (\( M \geq 4 \)), the ratio is confined to the range \([0 \cdots 1]\), and thus this condition is necessary for classifying a frame as a voiced frame. When only Gaussian noise is present, the ratio is undetermined since both operands are zero. In reality, this zero condition never occurs due to the variance of the estimators. However, the ratio may take on any value, including the range for voiced speech; for this reason, this is a necessary but not sufficient condition for detecting voiced frames.

D. HOS-Based VAD Algorithm

Since sustained unvoiced speech is shown to have Gaussian-like characteristics, it cannot be distinguished from Gaussian noise using HOS. However, as discussed earlier, this is not the case in reality where unvoiced speech occurs at speech transitional boundaries which have nonzero HOS. Therefore the VAD detection proposed here may be based on HOS and can be formulated as a finite two-state machine. The algorithm proposed combines the use of skewness, kurtosis, their normalized versions \( \gamma_3 \) and \( \gamma_4 \), SNR, LPC prediction error, and SKR ratio, for distinguishing speech from noise frames.

1) Data Format: Speech sampled at 8 kHz is used. A tenth-order LPC analysis is performed once every 20 ms, thus generating a 20 ms residual. Voice activity detection is carried out every 10 ms using the residual and a 20% overlap (i.e., 80 new points are combined from 20 from the past iteration).

2) HOS Computations: Every 10 ms iteration, the estimators for the second, third, and fourth-order moments are computed using (32) with \( N = \text{100} \). An autoregressive scheme is used to smooth the estimates of the moments. From these, the unbiased estimate of the kurtosis (36) is deduced. The estimate of the skewness is simply the third-order moment (32). The two metrics are then normalized by the signal energy to yield

\[
\gamma_3 = \frac{\hat{SK}}{M_{2x}^2} \quad \text{and} \quad \gamma_4 = \frac{\hat{KU}_u}{M_{2x}^2}. \quad (39)
\]

3) Noise and SNR Estimation: The noise power is estimated using frames declared as nonspeech. Moreover, it is assumed that the first three frames are nonspeech and are used to initialize the noise power estimate. Whenever a frame is declared as nonspeech, its energy is used to update the noise estimate according to an autoregressive averaging

\[
\hat{\nu}_g(k) = (1 - \beta)\hat{\nu}_g(k - 1) + \beta M_{2x} \quad (40)
\]

where

- \( k \) iteration index;
- \( M_{2x} \) frame energy;
- \( \hat{\nu}_g \) estimate of the noise energy;
- \( \beta = 0.1 \cdot \text{Prob}[\text{Noise}] \).

At every iteration, the current estimate of the noise energy is used to compute the SNR of that frame

\[
\text{SNR} = P_{\text{OS}} \left[ \frac{M_{2x}}{\hat{\nu}_g} - 1 \right] \quad (41)
\]

where \( P_{\text{OS}}[x] = x \) for \( x > 0 \) and 0 otherwise. Since the residual is low-pass filtered at 2 kHz, the above SNR is applicable to the lower spectrum only. Using a similar reasoning a “total SNR” metric is computed using the nonfiltered residual and the energy of the full band.

4) Probability of Noise-Only Frames: Once the skewness and kurtosis are computed, the variance of these estimates are computed using the noise energy \( \hat{\nu}_g \) according to (34) and (37), to yield the zero-mean, unit variance estimates \( \hat{SK}_a \) and \( \hat{KU}_u/a \), respectively. From these two scaled values, the probability of the frame being noise is deduced

\[
\text{Prob}[\text{Noise}] = \frac{\text{erfc}(a) + \text{erfc}(b)}{2} \quad (42)
\]

where \( a \) and \( b \) are the computed values of \( \hat{SK}_a \) and \( \hat{KU}_u/a \), respectively.

5) SKR Ratio: The ratio is computed directly from the non-normalized estimates of the skewness and kurtosis

\[
\text{SKR} = \frac{\hat{SK}^2}{\left( \frac{\hat{KU}_u}{a} \right)^{1.5}}. \quad (43)
\]
6) **LPC Prediction Error**: The LPC prediction error is the inverse of the prediction gain and may be computed from the set of the reflection coefficients \( r_i \) generated by the LPC analysis

\[
PE = \prod_{i=0}^{10} (1 - r_i^2).
\]  

(44)

The error is typically small for voiced speech and thus it is used here as an added metric, along with the SKR ratio, for detecting voiced speech segments.

7) **Speech/Noise State Machine**: The VAD algorithm is implemented as a two-state machine (Fig. 6). The following operations are carried out in each state.

- **Noise State**
  - The noise energy is updated according to the \( \text{Prob}[\text{Noise}] \) (42). The SKR ratio, the Gaussian likelihood, the SNR (41) and the PE (44) values are used to determine whether the frame is speech. The occurrence of any of the following three conditions triggers a transition:
    1) \( \text{Prob}[\text{Noise}] < T_{\text{Gaus}} \) for two consecutive frames.
    2) SKR in voicing range and (SNR > \( T_{\text{SNR1}} \) or PE < \( T_{\text{PE}} \)) (an indication of a voiced frame).
    3) Total SNR > \( T_{\text{SNR2}} \) (strong speech frame).

- **Speech State**
  - The noise likelihood (42) along with the values of \( \gamma_3 \) and \( \gamma_4 \) (39) are used to determine whether the frame is Gaussian. After a hangover period (two to three frames), transition to the noise state occurs if \( \{ \text{Prob}[\text{Noise}] > T_{\text{Gaus}} \text{ and } \gamma_3 < T_{\gamma_3} \text{ and } \gamma_4 < T_{\gamma_4} \} \).

![Fig. 6. HOS-based VAD state machine.](image-url)

V. EXPERIMENTAL RESULTS

To evaluate the effectiveness of the HOS-based VAD, we calculated the probability of correct and false detection for a number of noisy speech scenarios. To obtain these two metrics and to generate the noisy speech, we used the TIA database [27] recommended for the evaluation of VAD algorithms in cellular systems using discontinuous transmission. The database contains clean speech files, the corresponding truth marker files, and various noise files. The speech material consists of ten data files spoken by five male and five female speakers. Each speech file is the recording of one side of a two-way phone conversation lasting about 11 min. The noise material consists of four noise recordings from a commuter train, a parking garage, a street corner, and a car interior. Both speech and noise files have been preprocessed by a modified-IRS filtering to emulate the transfer function of the telephone network. Both speech and noise files have been normalized to \(-26 \text{ dBov}\), defined as the level relative to a 16-bit saturation.

The database also contains a utility to generate eighty test cases by various mixing of the speech and noise files. Each case is a different combination of the speech normalization level, the noise type and the SNR. Four SNR levels are used: \( \infty \text{ dB}, 12 \text{ dB}, 18 \text{ dB}, \text{ and } 6 \text{ dB} \). The SNR value is computed as the ratio of the total energy of speech to that of the noise over the entire utterance. To assess the performance of the proposed algorithm, we defined the following metrics.

- **PC\text{Speech}**: Probability of correctly detecting speech frames. Computed as the ratio of correct speech detections to the total number of hand-labeled speech frames.
- **PC\text{Noise}**: Probability of correctly detecting noise frames. Computed as the ratio of correct noise detections to the total number of hand-labeled noise frames.
- **PF**: Probability of false detection. Computed as the ratio of incorrectly classified speech or noise frames to the total number of frames.

In addition to computing the above metrics, marker files are generated and compared to the truth markers in order to visually inspect the performance. For each of the 80 test cases, the \( PC \)'s and \( PF \)'s of the proposed VAD are computed and compared to those of G.729B [1]. The results from all the cases involving the same noise type and SNR level are averaged and summarized in one row of Table III.

The results show that the proposed VAD has an overall better performance than G.729B in all SNRs and all the noise types used here, as evident by a lower probability of false detection (\( PF \)) and a higher probability of correct speech detection (\( PC\text{Speech} \)). The difference in performance is particularly noticeable in moderate to low SNR (12 dB and 6 dB) and in street and garage noise. These noise types are likely to be Gaussian, being the aggregate of many independent sources. In these types, the probability of correct noise detection (\( PC\text{Noise} \)) is also higher at all SNRs for the HOS-based VAD, demonstrating that the metrics used, such as the normalized third and fourth-order statistics, are effective noise discriminators regardless of the noise energy levels. The case of street noise at 12 dB and a female speaker is shown in Fig. 7. The difference in classification is particularly noted during the nonspeech segment where G.729B has a rather erratic behavior and results in incorrect oscillations between states.

In all noise types and SNRs, including clean speech, the probability of correct speech detection (\( PC\text{Speech} \)) is higher for the proposed VAD. The improvement ranges from two to ten percentage points. This fact demonstrates that the combined second- and higher-order metrics used for speech detection, such as the SKR ratio, the Gaussian likelihood, the low-band and full-band SNR, and the LPC prediction error, are effective discriminators of speech in all noise types, even in
In periodic noise types, such as car and train noise, the probability of correct noise detection ($P_{c_{\text{Noise}}}$) is somewhat lower, though marginally, for the HOS-based VAD. This is due to the fact that the noise in this case has a dominant periodic component and thus a nonzero HOS. The reason for the HOS-based decisions being biased toward speech in non-Gaussian conditions may be explained by considering the state machine transitions (Fig. 6): a non-Gaussian noise will result in a low noise likelihood measure which will delay or inhibit the transition from the speech to the noise states, resulting in more speech classifications. The consequences of this behavior however are not as
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<table>
<thead>
<tr>
<th>Noise Environment</th>
<th>Type</th>
<th>SNR</th>
<th>$P_c$ Speech (%)</th>
<th>$P_c$ Noise (%)</th>
<th>$P_f$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>HOS VAD</td>
<td>G.729B</td>
<td>HOS VAD</td>
</tr>
<tr>
<td>Street</td>
<td>18 dB</td>
<td>95.5</td>
<td>88.3</td>
<td>81.4</td>
<td>74.9</td>
</tr>
<tr>
<td></td>
<td>12 dB</td>
<td>88.5</td>
<td>80.9</td>
<td>86.8</td>
<td>77.9</td>
</tr>
<tr>
<td></td>
<td>6 dB</td>
<td>85.3</td>
<td>74.8</td>
<td>90.8</td>
<td>79.3</td>
</tr>
<tr>
<td>Garage</td>
<td>18 dB</td>
<td>96.8</td>
<td>91.4</td>
<td>87.2</td>
<td>81.6</td>
</tr>
<tr>
<td></td>
<td>12 dB</td>
<td>85.6</td>
<td>77.8</td>
<td>90.1</td>
<td>80.9</td>
</tr>
<tr>
<td></td>
<td>6 dB</td>
<td>81.1</td>
<td>68.7</td>
<td>90.4</td>
<td>79.8</td>
</tr>
<tr>
<td>Car</td>
<td>18 dB</td>
<td>93.6</td>
<td>87.7</td>
<td>85.9</td>
<td>90.0</td>
</tr>
<tr>
<td></td>
<td>12 dB</td>
<td>88.4</td>
<td>79.8</td>
<td>90.9</td>
<td>92.4</td>
</tr>
<tr>
<td></td>
<td>6 dB</td>
<td>79.9</td>
<td>76.5</td>
<td>94.3</td>
<td>92.5</td>
</tr>
<tr>
<td>Train</td>
<td>18 dB</td>
<td>91.4</td>
<td>87.3</td>
<td>89.4</td>
<td>90.0</td>
</tr>
<tr>
<td></td>
<td>12 dB</td>
<td>88.6</td>
<td>84.3</td>
<td>90.9</td>
<td>91.4</td>
</tr>
<tr>
<td></td>
<td>6 dB</td>
<td>66.1</td>
<td>61.9</td>
<td>90.2</td>
<td>91.9</td>
</tr>
<tr>
<td>None</td>
<td>inf dB</td>
<td>99.9</td>
<td>99.9</td>
<td>53.9</td>
<td>46.3</td>
</tr>
</tbody>
</table>

![Fig. 7](image)

Fig. 7. HOS-based and G.729B VAD in street noise conditions (12 dB).
severe as if the problem occurred on the other transition, since then it will result in falsely classifying speech as noise and this has more detrimental consequences.

VI. CONCLUSION

The objective of this paper is to exploit the properties of higher-order statistics for the sake of finding a robust algorithm for voice activity detection in the presence of noise. To this end, we studied the third and fourth-order cumulants of speech in the LPC residual domain, and unveiled important properties about these cumulants whose relevance goes beyond the goal of a VAD application.

- Horizontal slices of the third and fourth-order cumulants of the LPC residual of voiced speech have the same periodicity as the underlying speech. Their harmonic amplitudes may be expressed in terms of the speech energy and the number of harmonics.
- These cumulant slices have zero phase at multiples of the pitch lag and, as such, may be used for pitch estimation in a similar manner as the autocorrelation function.
- Skewness and kurtosis of voiced speech are nonzero and may be used as a basis for speech detection or voicing classification. When normalized by the appropriate power of the signal energy, these metrics are independent of signal levels, which makes them convenient as detectors since absolute thresholds may be used.
- Average value of the horizontal slice of the fourth-order cumulant of the LPC residual of voiced speech may be written in terms of the signal energy and the number of harmonics.
- Ratio of the appropriate powers of the skewness to that of the kurtosis of voiced speech is independent of signal energy and is confined to a small range for any practical range of the pitch.
- Unvoiced speech in the LPC residual may not be modeled as a harmonic process but rather as a general white process.

Unlike other reported work in the area of HOS for speech, a more fundamental approach is taken here whereby analytical derivations were first deduced based on a speech model, thus providing a basis for justifying or refuting the experimental findings. The rationale for considering the LPC residual is its flat spectral envelope which makes the HOC derivations for speech more tractable and allows quantifying the bias and variance of the HOS estimators for Gaussian noise.

Simulations using actual speech signals demonstrated that the derivations and the underlying speech model are valid for voiced speech, but that sustained unvoiced speech has a Gaussian-like nature unlike the hypothesis of the sinusoidal model. The skewness and kurtosis of voiced speech are shown analytically and experimentally to be nonzero. Moreover, the nature of unvoiced speech, occurring in short segments at transitional boundaries, results in nonzero HOS in practical situations. These are the pivotal concepts on which an HOS-based VAD algorithm is developed. The relation between the two metrics is used as a condition for an improved detection of speech frames. Moreover, the variance of the HOS estimators is derived for the case of Gaussian noise and is used to quantify the likelihood of a given frame being noise. The resulting algorithm combines HOS metrics with second-order measures, such as low-band and full-band SNR and the LPC prediction error, to classify frames into one of the two states.

Compared to G.729B, the proposed algorithm is based on a more analytical framework, is conceptually simpler and uses a smaller parameter set, making it is easier to tune. It is also appropriate for use in conjunction with speech coders where such parameters as the LSFs are not available.

The performance in noise of the two algorithms shows the HOS-based VAD has superior performance to G.729B in terms of a lower probability of false classification and a higher probability of correct speech classification. This fact suggests that HOS-based methods have promising potential in yielding VAD algorithms that would significantly advance the current state of the art. The work however does not claim these statistics to be superior in and by themselves to second-order approaches, but rather that they provide additional information about the signal that is immune to the presence of noise, and that makes them particularly effective in low SNR applications. Clearly, successful algorithms are those that can combine the two approaches and harness the advantages of both.

Future work in this area includes investigating the combination of more metrics and tuning the algorithm with speech recorded in more diverse noise environments. Other applications of the theoretical findings, particularly pitch estimation, are also under consideration.
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