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Abstract

With the many current advances in the realm of digital cameras and scanners, it is becoming increasingly necessary for users to find ways to better classify their pictures electronically.  The current majority of image processing and retrieval systems are based on the content which a picture or given set of pictures contain.  However, such systems require time-consuming mathematical calculations and artificially intelligent behaviors that often cannot accurately process the volumes of photos that must be organized.  I propose a new way of image classification, based on the context in which the picture was taken, rather than the content of the picture itself.  Such a system would classify pictures based on different photographic contexts, such as location, event, people, landmarks, objects, as well as other categories.  It is hoped that this system will allow users to more easily and efficiently classify photos than current systems.
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1. Introduction

With the growing number of digital camera users, as well as advances in the realm of scanners, it is evident that there is a need for newer and more efficient ways of organizing pictures and images.  Organization should be done in such a way that a user can quickly and efficiently find digital images, using only a minimal amount of data entry, as a system that automatically processes images will be preferred over a system that requires the user to enter information in several text fields.  Currently the focus of image organization and retrieval has been to classify images based on the content contained in these images.  As I mentioned above however, the current content-based image processing systems often require time-consuming mathematical calculations and artificially intelligent behaviors that often fall short of accurately processing photos.  Papadias states, “exhaustive processing (i. e. retrieval of the best solutions) of configuration similarity queries [such as those used in context-based image retrieval systems] is, in general, exponential,” [3].  Due to this time-complexity constraint, content-based image retrieval systems are far from the optimal solution for image retrieval systems.  As an alternative, I propose an approach to image classification that takes into account the various contexts in which photos are made.  As an example of context, it can be theorized that users take pictures in certain environments with certain people.  Let us hypothetically assume that I frequently leave the country to visit other nations around the world.  If I were to say that I recently went to Athens, then one would assume that I went to Athens, Greece.  If, on the other hand, I rarely travel, live in the state of Alabama, and stated that I was going to Athens, then it could be assumed that I was going to Athens, Alabama.  The same word or content was used in both of the cases mentioned above, yet the context was different.  This contextualization can be applied to individuals as well.  Several different people often have the same first name.  One distinguishes between which is which by analyzing the context in which the name is used.  Because content-based systems merely retrieve occurrences of the same word or type of image, there is a chance that some of the information retrieved may not be relevant.  It is my belief that pictures can be better classified according to the context in which it was taken, based on the location of the photograph, the people in the photograph, the surrounding scenery, and other possible contextual classifiers.

2. Related Work

Hewlett Packard Laboratories has done extensive research into the area of how users organize and retrieve photos.  In the article “Fotofile: A Consumer Multimedia Organization ad Retrieval System,” they note that users were often frustrated by the current methods of organizing and retrieving images, stating that it currently is tedious and error prone.  They noted that current retrieval methods are aimed at “direct search,” where a user has a particular goal in mind.  They found that business users prefer this method of image retrieval, whereas home users tend more towards browsing to view images without any particular goal in mind.  

In their experiments, they included discussions among focus groups in Denver, Colorado, and San Francisco, California.  One focus group pertained to home users and the other was used to determine the motives of business users.  Issues such as searching, organizing, and sharing photos were discussed.  Two types of searching schemes were particularly mentioned, keyword-based and automated (content-based).  In FotoFile, a photograph has a text description attached to it, and keyword searches parse through the attached text looking for similarities to the query entered by the user.  The home users grasped the concept of keyword searches very easily, but saw how it resulted in false “hits.”  Both groups saw the benefits afforded by the automated indexing and retrieval.  Home users especially liked the idea of being able to browse through collections of photos, while the businesses were more interested in direct searching.  The resulting FotoFile system was built to provide a balance between keyword and automated searching and between direct search and browsing.

One thing noted by the researchers was that data for the text descriptions, for the most part, must be entered manually by the users.  They went on to say that in the business world, data entry can be justified by economic means, however, the home user is more resistant to the tedium of entering text descriptions of photos.  Due to this, the researches incorporated a facial recognition system into their product, which significantly reduced the amount of repetitive work required to label photos of the same people [1].

Unfortunately, since the text descriptions are external to the photograph itself, a user who shares a photograph with another user forces that user to repeat the work that has already been done.  The Newspaper Association of America (NAA) and the International Press Telecommunications Council (IPTC) have created an information standard that they use to classify text and images via text that is incorporated into documents and images.  By using this existing structure which can be stored inside the image itself, this would save future users the tedium of manually re-entering data.  The data would be stored inside the image itself, without a need for an external database.  It is also relatively simple to parse these fields, meaning that pictures that already have these fields entered can be automatically indexed, without any user intervention.  I will fully discuss the NAA and IPTC information in detail in the next section.

CHROMA is a content-based retrieval system that attempts to improve on the shortcomings of current systems by providing browsing and better navigation rather than query based retrieval, which focuses on the similarity of measurement in image features.  They also propose “perceptual color groups” to transform colors in photos for better recognition of photograph similarities despite the influence of lighting conditions, shadows, and reflections.  

Ting-Sheng Lai and John Tait have developed a user interface for CHROMA that they hope is easy to use, and allows the user to query for photographs in a variety of methods including hierarchical classification, query by sketch, and query by image example [2].

While such a system takes the proverbial load off of a user by not requiring him/her to enter in text descriptions of images, or keyword queries, it would be rather awkward to use such a system for locating pictures that occurred with a certain group of friends, on a particular date, or at a particular location.

There are many other photo categorization systems available for purchase or download, however, the majority use external databases to store user entered text, or use content-based retrieval to alleviate the need for text descriptions of photos.  In the following section, I give a proposal for a context-based image retrieval system, that can facilitate image indexing and retrieval, and also allows text descriptions to be stored internally, saving the need to retype entered information in the event that the photo is shared.

3. Proposed System Overview

Pictures can be classified in relatively limited ways based on factors such as the locations/events and/or dates and times at which the pictures were made, the people included in the photo, and landmarks or other objects depicted by a photo.  The proposed system would require the user to enter a minimal subset of information into text boxes.  There will be several places that a user can enter text to specify things represented in the photograph itself, however, the majority of these text boxes would be optional, giving the user the opportunity to specify as much, or as little information as he/she sees fit.  The text information would be appended to the photograph in the internal fields that comprise the NAA and IPTC information standard.  A naïve Bayesian classifier would then take the picture and would classify them based on the embedded information into one of several groups: location, event, people, landmarks, objects, or some other category.

3.1 Manual Versus Automatic Text 

Entry

Currently, most of the existing photo software packages available require or at least give the user the option of assigning text attributes to images for classification.  There is almost no way around this.  Users, despite how much they may detest the task of appending text to images must provide the system a means for classification of images that is meaningful for both the user and the system.  Currently, computers do not have the knowledge of humans, and though a computer has a picture of a person named Sally in storage, unless a user conveys to the system that the person in the image is in fact named Sally, the computer has no way of obtaining this knowledge.  The most wide spread use of entering text is the keyboard and mouse.  As voice-recognition technologies improve, this may one day replace the keyboard as the dominant form of data entry.  For the time being, there are merely short cuts that can be taken to speed and reduce the amount of work required to input text into applications.

One such method of automatic text entry is facial recognition.  With the need for tighter airport securities in the wake of the September 11 catastrophes, facial recognition software techniques are improving by leaps and bounds.  Such facial recognition would reduce the amount of workload required by the user, as he/she would only need to enter the name of a person once, in theory.  Thereafter, in future photographs, the name of the person would automatically be appended to the description of a photograph.  Such facial recognition techniques should highly be considered in the implementation of this system.

Certain embedded text fields could also be automatically completed.  The date created field could be updated to the date in which the image is added to the album collection.  In the future, manufacturers of digital cameras might be convinced to automatically fill in this field at the time the picture is taken, much like current video cameras display the date and time a video is made.  If global positioning systems were incorporated in these cameras, the possibilities for automatically completing the location fields such as city, state, and country are also feasible.  Unfortunately, unless a great number of users are eager to have such technologies, and are willing to pay the extra cost of such camera accessories, for the time being, such suggestions are merely wishful thinking.  Due to this it is more beneficial to focus on the computer aspect of a context-based system, rather than hope for the addition of camera superfluities.

3.2 Embedded Text Versus External 

Databases

As I have already mentioned, the majority of digital photo organizers, currently organize photos based on text that the user enters, and that this information is usually stored in external databases contained within the organizing library program.  Because of this, users who share photos force the recipient to retype already entered information into his/her own photo-organizing library.  As I mentioned earlier, home users are not highly inclined to perform the tedium of repeated data entry.  Because of this, it can be assumed that if text can be entered once by a home user and future users can reap the classification benefits of the already entered text, these users with whom the photographs have been shared will greatly appreciate text that is embedded within photos, as enormous amounts of work have been saved.

The business world would also save costs in data entry personnel if photos can be swapped between offices without the need to manually re-enter the data locally.  Also, since NAA and IPTC information standard text fields are already completed by businesses such as the news media, such companies would already be used to the idea of text embedded within photos.

Embedded text then seems like a reasonable way to store data in photographs, as it will save work on future users with whom photos are shared, corporations will save expenditures on data entry tasks, and several businesses are already accustomed to the format in which the embedded text is entered.  The drawbacks to using the embedded fields are that it only works with certain types of files; the text fields increase the file size; and some of the fields are irrelevant to home, and business users other than the news media.

Adobe Photoshop is one of the few programs that currently allows users to append text to images into the embedded NAA and IPTC text fields.  They state that under the Windows operating system, only TIFF, JPEG, EPS, and Adobe Photoshop (PSD) images may have these fields appended to them.  On MacOS, the restrictions are greatly reduced, with any file format being able to contain the appended data.  This, however, is not a major setback to overcome in the Windows realm, as the majority of digital cameras currently take photographs in JPEG format anyway.  If a user tries to enter text into an image that is not in one of the above formats, the proposed system will be able to warn the user of the consequences, as well as offer the alternative to convert the image to a file format that supports the use of embedded fields.

In address to the second drawback, the increase in file size, it should be noted that since home users do not particularly enjoy the act of data entry, it can be assumed that only the bare minimum amount of text needed for classification will be entered by a user for a particular photo.  This will theoretically result in only a few hundred bytes being appended to the files, and while this would have posed a space-complexity problem a few decades ago, with today’s multi-gigabyte hard drives as well as cable and DSL internet connections, this is not a particularly huge problem, and is small enough to be ignored.

In regards to the final drawback of irrelevant fields, I might add that not all of the fields available in the current NAA and IPTC standard are currently being used by news media organizations.  Most of those that are in use can easily suit home and business users other than the news media.  Others could be overloaded in order to be better used for a different purpose other than that for which they were originally created.  This might lead to the creation to more than one type of system, perhaps one geared towards home users, another geared towards business users, and a third for news media organizations.  In the next section I present the fields in the current NAA and IPTC information standard and tell what their current uses are as well as give ways in which they might be overloaded.

4. Image Text Fields

The following are the various fields contained within one of the abovementioned file formats, as well as a description of the use for the field:

Caption – specifies the caption that should accompany the image.

Caption Writer – author of the caption.

Headline – the headline for the article in which this image appears

Special Instructions – the photographer may specify certain precautions or instructions on the printing or use of the photo in this field.

Keywords – words relating to this image; objects, people, events, etc. contained within the image.

Object Name – short identification for an image.

Date Created – date the image was made.

City – city where the photo was taken.

Province/State – province or state in which the photo was taken

Country Name – country in which the photo was taken

Original Transmission Reference – code given to indicate when the image was initially transmitted.

Copyright Notice – any copyright information pertaining to the photograph.

Image URL – if the photograph can be found on the Internet, this gives the location to the Uniform Resource Locator for it.

Category – a three letter code that specifies the category into which an image should be classified (the local Associated Press regional registry maintains a list of categories).

Supplemental Categories – additional categories to which an image belongs.

Urgency – editing priority for an image.

Byline – image byline.

Byline Title – title for an image byline.

Credit – correct credit for a copyrighted image.

While the majority of the fields listed above have significance only to the news media, it can be reasonably assumed that these fields can be overloaded for those not affiliated with the media.  For example, the caption field could very well be used for home user to store a description of the people in the photo, the events depicted, or the landmarks shown in a particular photo.  Other fields such as date, and the location fields might provide usefulness to the average home users as well as businesses.  Object name and keywords could be used for similar purposes as caption.  For the home user, many fields would not be needed.  Especially in the case of the credit fields as most families have little interest in copyrighting family photos.  Business users, in contrast may have more of a use for these particular fields.

Source code for accessing these fields is readily available at the IPTC website (http://www.iptc.org), so the functionality provided by these fields could be relatively easily implemented.

In order for adequate classification, the user must complete these fields.  Not all fields would be required for accurate classification, as not all fields are relevant, however, the more fields that are completed, the higher the accuracy level of classification system.  Which brings us to the next topic of discussion, how the images should be indexed and classified.

5. Indexing and Classification

Classification of images would be done using a naïve Bayes classifier.  The user should be able to intervene in the process, to specify how a particular photograph needs to be categorized.  Since this is a context-based system, a user could choose to have the classifier categorize photographs according to the people the in the photographs, the events or places at which the photos were taken, the dates during which the pictures were taken, or perhaps another category that I have overlooked.  Radio buttons could be used to allow a user to choose between the different types of classification possibilities, however, checkboxes would allow a user to classify based on more than one category.  A default should be set up such that a user is not forced to do more work than he/she has to.

6. Searching

Since home users prefer to browse, but business users prefer a more direct search mechanism, the option to choose between the two or a healthy balance of both should be offered.  Thumbnails would allow home users to view miniatures of a group of pictures at a time, rather than go through full sized images one by one.  The thumbnails could be categorized according to the various contexts contained within the photograph.  Collections of photos could be categorized within albums and subdivided into categories such as people, places, events, and times.  A keyword search would enable business users the direct search capabilities they need.  The more keywords given, the higher the chance of a positive match, as the search would be context-sensitive.  A context-sensitive search would also in theory greatly reduce the number of false hits produced by current keyword searching systems available in photo organizers.

7. Web Based System

Many users are turning to the Internet as a forum on which they can post and share their pictures, as well as provide backups of valuable photos in the case of catastrophe.  A web-based photo organizing system could very easily be created that would allow users this additional functionality of sharing files online, as well as maintaining backups of existing photos.  The PHP language provides a very useful function called iptcparse() that can read the information stored in the NAA and IPTC information standard stored in the files.  An additional Perl module Image::IPTCInfo also provides the ability to write information to the embedded fields, which would be useful for users who only store photos online.  Photos that have already been processed locally will not have to repeat the information, since it is already stored within the JPEG image rather than an external database.  Users should be allowed to perform similar operations online as those available in the home system.

8. Graphical User Interface

The graphical user interface should be created with user-friendliness in mind.  The best layouts of current image processing systems are created with frames.  One frame normally shows a thumbnail view of a collection of photos, a center frame holds the current image displayed full size, and a third frame normally gives access to the albums and photo collections of a user.  An additional frame would be added at the bottom of the system to display the textual information currently held in the photograph. Folder type tabs will be added to the top of the thumbnail frame.  These tabs would allow access to the various context-based categories for photos.  Tab labels could include people, events, places, times, as well as user defined labels.  A keyword search ability should be added that allows a user to type keywords in a text field and then search an album or collection of albums for a photograph text description matching the words provided.   

9. Conclusions

I believe that a new context-based approach to image classification could alleviate some of the current problems with false hits that occur in keyword searches implemented in various, current image retrieval software.  Image information can also be stored internally inside of the photos in NAA and IPTC information standard text fields, saving work for home and cutting business costs due to data entry personnel when files must be shared.  
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